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Business and Activity Section

(a) Contract Activity
No contract modification was made or proposed in this quarterly period. No materials were purchased during this quarterly period. 

(b) Status Update of Past Quarter Activities

NA

(c) Cost share activity

No cost shear is used during this quarterly period.


(d) Task 1: Generate realistic corrosion and cracking defect profiles
1. Objective of Task 1
The objective of Task 1 is to utilize the experimental testing and numerical analysis to generate more realistic defect shapes and colony profiles, which will be used for characterization and validation of interactive defects NDE. Meanwhile, the identified defect profile will be used for the probabilistic defect time-evolution model development, which is crucial for reliability evaluation of pipeline performance under interactive defects.

2. Research Progress in the 1st Quarter
After the kick-off meeting, UA has consulted with GTI to figure out metals for exposure tests. The mostly used metals in pipeline systems will be exposed in the environmental chamber to generate realistic corrosion profile. The metal types and sample sizes will be determined in the next quarter. The Q-fog chamber for the environmental exposure testing is available and ready for the testing in the next quarter. COMSOL Multiphysics software is available for defect growth simulation. The challenges in this Task includes COMSOL model setup and identify simulation parameters. Undergraduate students in Corrosion Engineering at UA are being recruited this quarter to conduct task. Two undergraduate students will work on the exposure test in the next quarter.

(e) Task 2:  NDE framework development and validation for interactive defect detection and state characterization in both lab and field environments
1. Background and Objectives in the 1st Quarter
Background
Interactive defects detection and characterization in metallic pipes is one of the major challenges identified for pipeline integrity assessment. The group here previously has developed/is developing novel NDE and data processing methods for pipeline applications, including internal corrosion inspection using optical structured light 3D reconstruction and rendering techniques that significantly improves the damage detectability, and SCC detection using multi-frequency electromagnetic techniques, remote field eddy current (RFEC) techniques, etc. assisted by machine learning (ML). While there are tremendous successes in these techniques, which work well for exposed pipes or “in-the-ditch NDE”, only Shear Horizontal (SH) guided wave testing has been proven to work in NDE of buried pipelines that poses a big challenge in field-testing to understand realistic interacting threats environment. In this task, the MSU NDE team will develop a multi-modal electromagnetic and ultrasonic framework including EMAT for generation of SH waves (low frequency-50kHz to 500 kHz), localized Rayleigh wave measurement using EMATs and air coupled transducers, and contact ultrasonic measurement for validation of guided wave results for better characterizing the identified interactive anomalies, as well as leveraging other techniques being developed by the group through the other successful programs sponsored by PHMSA. Defect localization and material characterization have always been a challenge for guided waves inspection in this community; and it is worth noted since SH waves have very little out-of-plane leakage, their energy is confined within the pipe walls and they can propagate for long distances. Therefore, any local changes to thickness or material degradation (loss in stiffness and density) can be detected using SH waves, which makes it a perfect candidate for the proposed corrosion/SCC/fatigue defects interaction study. Expanding from the ongoing PHMSA project, introduction of SH waves modality and dedicated signal processing algorithms for analyzing the interactive-damage-feature-encoded data will be crucial for the success of the proposed work.

Objectives in the 1st Quarter
The overall objective for Task 2 is to establish an expanded NDE framework for interactive anomalies by probabilistic characterization of defect profiles. The objective for the 1st Quarter is to develop numerical models and techniques for simulating guided waves (GWs) in pipeline geometries that include the plate wave equation to determine dispersion of GWs.

2. Research Progress in the 1st Quarter
In Task 2a, Multi-scale and multi-physics modeling, we primarily look into present techniques for simulating guided waves in pipelines that include the plate wave equation to determine dispersion of guided waves. Meanwhile, modeling defect accurately is crucial in the simulation studies, since the NDE responses based on the modeled defects will be used to optimize the sensor frequency. We have used finite element modeling (FEM) to accurately model and mesh defect geometry to study the resulting ultrasonic NDE response. Using FEM will help not only optimize sensor parameters (e.g., frequency), but also study the physics behind the interaction of guided waves with complex interacting defects, and the generation and reception of guided waves in pipelines.

SHM of pipelines using ultrasonics requires a good understanding of defect signal vs. no-defect signal. While experiments can be carried out to understand this response, one should use a large set of data to effectively understand the differences. It would be efficient to rather develop an array of numerical models, which can simulate different materials and structural conditions to obtain their corresponding ultrasonic response for the complex anomaly scenario. This can further be used to develop the NDE and SHM protocols. In the sections to follow, we show the successful propagation of Ultrasonic Guided Waves (UGW) in a pipeline using a 2-D FEM based model, and also model corrosion pits and look at its respective ultrasonic NDE response. The idea behind this is to come up with a model and find the optimum parameters like frequency, excitation etc., that can be then utilized directly in models with realistic defect profiles that is to be developed/generated by the research group at UAkron. It also gives a clear idea between a defect and a no defect response that is desired before experimental studies are carried out.

2.1 Technical Approach
[bookmark: _GoBack]In order to build the numerical model, the COMSOL ® Multiphysics 5.4 software has been used. Even though the final goal is to build a 3-D model, it is important to first understand the underlying physics behind the propagation of UGW in a pipeline. The 3-D models become computationally very costly for this purpose. Also, debugging and validating the results in a 3-D model are also much harder. Therefore, a 2-D axisymmetric model can be used where the symmetric nature of a cylindrical pipeline can be exploited. This approximates the wave propagating in the axial direction, which is sensitive to the circumferentially oriented defects. For axially oriented defects we employ wave propagating in circumferential direction. For our preliminary studies using axial and circumferential guided waves, we have considered Steel AISI 4340, whose properties are enlisted in Table 1. 

Whenever an ultrasonic guided wave is propagated through a medium, multiple wave modes are generated. For large pipes we can safely assume the wave characteristics to be same for axial and circumferential waves. This is because the wave is dispersive in nature, and the number of different types of wave modes depends on the frequency and the thickness of the sample. The two primary modes though are the symmetric mode (S0) and the antisymmetric mode (A0). These two modes are generated at relatively lower frequencies. At higher frequencies, there are multiple wave modes, which makes detection and isolation of particular wave modes very difficult, and thereby also making detection of defect signatures harder as they might get buried in the signatures of various different wave modes. Basically, dispersion of the wave causes multiple wave modes that can make data interpretation incredibly hard. Therefore, only the A0 and S0 wave modes are generated, and these signatures are observed in samples with and without defects. It is therefore very important we have information about the different wave modes and the frequency they are generated at for a particular material and thickness. This information can be deduced by looking at the dispersion curves for Steel. Figure 1 shows the dispersion curve for Steel AISI 4340.

Table 1: Properties of Steel AISI 4340500 kHz mm

	Density
	7850 kg/m3

	Young’s Modulus
	205 GPa

	Poisson’s ratio
	0.28


Figure 1: Dispersion curve for Steel AISI 4340 [1]

We have chosen 25 KHz as the operating frequency for a pipe with a wall thickness of 20 mm for which the modes generated are indicated in Figure 1. As desired, at this frequency and thickness, we will be able to generate only the A0 and S0 modes.

The first step is to understand the ultrasonic NDE response from a pipeline without any defects, as it is important to establish a reliable baseline where there are no defects. The figure below shows the sample geometry that is being considered. Since, the goal of using ultrasonic guided waves is to perform long range ultrasonic testing, a 2 m long pipe was considered with a 20 mm wall thickness as mentioned before.
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Figure 2: Sample geometry for 2-D axisymmetric model to simulate axial waves in pipes.

Figure 3 below shows the time domain representation of the excitation pulse used in this study. It is a typical ultrasonic tone burst signal modulated at 25 KHz with 10 cycles where it consists of a simple cosine signal modulated by a Hanning window. While figure 4 shows the frequency domain representation of the burst signal, it is clearly observed that the peak lies at 25 kHz, which confirms the velocity of our excitation signal. Mathematically, it is represented by the equation below:

 								(1)

[image: ]
Figure 3: Time domain representation of the burst signal

[image: ]
Figure 4: Frequency domain representation of the burst signal

The incident displacement is applied as shown in Figure 5 below. This way, the disturbance is applied across the whole circumference of the pipe. The quadrilateral (QUAD) elements available in COMSOL ® are used to mesh the whole domain. Also, a very fine mesh is used here where the minimum element size is 42 um. A time dependent analysis using the direct linear solver MUMPS available in COMSOL ® is used to simulate the ultrasonic guided wave in the pipeline. The total time span for the simulation is 2000 us while the time step is 2 us. The degree of freedom in these simulations is 2026.

[image: ]The burst excitation is applied at this boundary

Figure 5: Zoomed simulation model showing the excitation by the application of the burst type signal on transducer boundary.

Now, looking at the velocity profiles of the ultrasonic guided wave, we can clearly distinguish and isolate the A0 and S0 modes. A point to note is that the transmitting and receiving points are the same, i.e., a pulse echo system was considered. Shown below in Figure 6 is the velocity profile or the A-scan where at the same point the disturbance was applied.
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Figure 6: Velocity profile at (0,0) of the sample

From Figure 1, S0 mode has a higher velocity, therefore the first arriving reflected wave packet would be the S0 mode. The next arriving wave packet would be the A0 which is not shown. The difference in time in the arrivals of the incident S0+A0 and the reflected S0 mode is 1290 us. Figure 7 below, shows the resulting A-scan at a location 0.5 m from the starting of the pipe. In this case, the difference in arrivals is much lesser at 975 us. It is also clearly visible that the A0 mode arrives later i.e lower velocity and the S0 mode arrives faster i.e higher velocity. This can easily be explained by looking at the dispersion curve in Figure 1.
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Fig 7: Velocity profile at (0,0) and (0,0.5) of the sample

A 3-D representation of the pipe in terms of the stress propagation is shown below in Figure 8. Since it is an axisymmetric simulation, the phi component is constant and the below figure shows the stress propagation at the end of the simulation i.e 2000 us.

[image: ]
Figure 8: Von Misses Stress at time t=0.002 seconds

An ultrasonic guided wave has been successfully launched through the sample. The A0 and S0 wave modes are isolated easily and all the simulation parameters like the frequency, excitation signal, mesh type and size, the type of solver have all been optimized. This model will serve as our baseline model for further analysis. The next step is to look at the ultrasonic NDE response in the presence of defects caused by corrosion, both internal and external. An understanding of the interaction of the propagated guided wave with defects is very essential for effective practical implementation. Pitting corrosion is one of the most dangerous forms of corrosion. Pitting corrosion is generally caused to environmental and material factors. For example, an abundance of chloride in the environment causes rapid pitting corrosion while inclusions in the material also aid in the process [2]. Although there are many types of corrosion, only the modelling of pitting corrosion is undertaken this quarter. There are two main reasons for this, (1) the simplified damage models are easily generated for this type of corrosion and (2) it is the most common and dangerous type of corrosion occurring in metallic pipelines. Pitting is a localized phenomenon confined to a point or small area that takes the form of cavities. The combined effects of mechanical stress and pits severely affect the structural integrity of a pipeline. Pits can also very well act as sites for crack initiation. Generally, it is very difficult to detect pits due to their very small sizes [3].

Previous work has shown that corrosion pits can be easily modelled as hemispherical cavities on the surface of the pipelines [3]–[7]. A similar approach has been followed in this work, where a hemispherical cavity is modelled on the surface of the pipeline. In the initial case, a single pit or cavity has been modelled at a distance 0.5 m from the origin. The length of the pit is 10 mm and its depth 1 mm. Figure 9 below shows the modelled pit on COMSOL ®.

Figure 10 gives the R velocity profile at the origin (0,0) and a 3-D representation in terms of the Von Misses stress. From Figure 10(a), we can clearly see some very small reflections arising in between the incident S0+A0 packet and reflected S0 mode packet. This is elaborated in the following Figures 11 and 12, where a clear defect signature can be obtained by taking the difference between the ultrasonic NDE response when there is a pit and the response when there is no defect.
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Figure 9: Cross section of the pipeline with a small pit
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Figure 10: (a) A-scan at (0,0) and (b) Von Misses stress at time t = 0.002s
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Figure 11: Comparison of A-scans with baseline

Clearly from Figure 11, it is observed the incident mode being free from reflection overlaps, while the reflected S0 mode shows clear difference in signature when there is a defect. The amplitude of the reflected S0 wave packet is clearly smaller when compared to the baseline model (i.e., no defect). This is attributed to the loss in the energy associated with reflected S0 mode from corrosion. Also, clear reflection though small pit are picked up in between the incident packet and the reflected S0 mode. Taking the difference between these two signals gives the defect signature arising directly from the defect. We have neglected the mesh noise to simplify the analysis. Figure 12 gives the defect signature.

The mechanics of corrosion and how it affects surfaces is a complex process. Hence, predicting the growth of pits requires an extensive field and experimental study. The relationship for pit depth and time for a metal is loosely given as [8]

												(2)

where dpit is the pit depth, T the exposure time and k is a constant based on the water and alloy composition. For this quarter, the objective was to conduct a preliminary study, and hence we manually simulated different models with different pit depths. Figure 13 shows the simulation results for a pit with length 10 mm and depth 3 mm.
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Figure 12: Defect Signature for pit with 1 mm depth

[image: ]
Figure 13: A-scans and defect signature for pit with 3 mm depth

As the pit depth increases, we see a clear increase in the amplitude of the reflections arriving between the two packets. The reflected S0 mode is also significantly smaller in amplitude as pit depth increases, thereby increasing the amplitude of the defect signature also shown in Figure 13. Figure 14 shows the signature for a pit depth of 5 mm with the length still being 10 mm. A similar trend is also noticed when the pit depth is 5 mm. 

[image: ]
Figure 14: A-scans and defect signature for pit with 5 mm depth

In order to further quantify the different ultrasonic NDE response that is obtained for different pit depths, Figure 15 below shows the defect signatures for pit depths 3 mm and 5 mm. The difference in signatures in terms of amplitude is very clear and could act as a viable feature during classification purposes.

[image: ]
Figure 15: Defect signatures for pits with 3mm and 5 mm depths

Since the scope of this project is to look at novel NDE methods to understand interacting anomalies and the corresponding response, the next step was to look at multiple pits around the same area. To simplify this and completely understand the physics, two pits were modelled adjacent to each other. The model geometry is shown below in Figure 16. Both the pits are 10mm in length and 3mm in depth.

[image: ]
Figure 16: 2 pits modelled adjacent to each other on the surface
	
The A-scans and the defect signature is shown in Figure 17. In order to see a significant difference, the simulated A-scans here needs to be compared to the model with a single 3mm pit. Figure 18 compares the defect signatures for the two cases discussed. As expected, as the number of pits increases the amplitude of the defect signatures clearly increases, while the sheer shape of the wave itself is slightly different. 
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Figure 17: A-scans and defect Signature for two pits with 3 mm depth
	
[image: ]

Figure 18: Defect signatures for single and double pit models.

2.2 Summary and Future Work
This quarter, we have been able to simulate ultrasonic guided waves inside a pipe without any defects in order to optimize the necessary parameters, while we were able to successfully propagate UGW in pipes with pits caused due to pitting corrosion. A clear defect and a no-defect signal was established. It was also seen how the defect signatures change with respect to pitting depth and number of pits itself. The results look very promising, and if a large dataset is generated for different pit depths, pit lengths and number of pits, a thorough classification scheme can be employed to effectively characterize pits caused due to pitting corrosion. The simulation results also give a very good indicator of what to expect when the experimental validation of these results will be undertaken in the next quarter.



(f) Task 3. Probabilistic capacity model development considering interactive anomalies
1. Background and Objectives in the 1st Quarter
Background
The inaccurate prediction of failure pressure capacity is one of the critical issues in risk management of pipeline systems, as it can impede the ability to achieve a target margin of safety. The burst failure mechanisms for corrosion and cracking defects are fundamentally different, and even more complex for interactive anomalies. With corrosion, the burst failure is a ductile failure due to plastic collapse; with cracking defect, the failure includes ductile failure (similar to corrosion) and brittle failure due to fracture. For a colony of closely spaced defects, the residual strength of a pipeline becomes much lower than an isolated defect due to the interaction among the adjacent defects. 

The limitations of existing work regarding the failure pressure predictions include the following: (1) numerous models are available, but no model is universally accepted; (2) the majority of the models were developed based on the concept of a factor of safety, thus, these models are deterministic and cannot be directly used in reliability analysis; and (3) numerous studies have shown that these models provide over-conservative predictions for both corrosion and cracking-like defects [9]–[11], and the bias needs to be quantified and corrected. This Task 3 is aimed to address the limitations mentioned above, and it includes two subtasks:
· Task 3a. Establishment of a failure pressure database 
· Task 3b. Probabilistic failure pressure model development

Objectives in the 1st Quarter
The overall objective for Task 3a is to establish a database for three groups: isolated and colony of corrosion defects, isolated and colony of crack-like defects, and colony of corrosion and crack-like defects. The objective of Task 3a for the 1st Quarter is to establish a database for isolated corrosion defects.

The overall objective for Task 3b is to develop probabilistic failure pressure models will for a pipeline with corrosion anomalies, crack-type anomalies, and interactive anomalies with different types. The objective of Task 3b for the 1st Quarter is to review the existing prediction models for a pipeline with isolated corrosion defect, and compare their performance

1. Research Progress in the 1st Quarter
Data Collection
To evaluate the performance of the existing prediction models and to develop a robust and accurate model later, a comprehensive failure pressure data needs to be collected first from literature in Task 3a. The database for the isolated corrosion defect consists of two parts: one is directly from literature review and the other is from the finite element analysis conducted in this project.

Data from Literature
A total of 525 different burst test results are collected from 13 literatures, out of which 140 are laboratory experimental burst tests and 385 are FEM simulations. In all these tests or simulations, single defects are introduced to the external surface of the pipeline. Table 2 provides the summary of the data collected, including defect geometries, pipe dimensions and material properties.
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Table 2. Application Restrictions of Existing Pressure Failure Prediction Models
	Group
	Model
	Toughness
	Grade
	Other Restrictions
	Long defect limit
	Performance comparison within the group

	G1: Models based on NG-18
	P1: ASME B31G Original
	Low
	Below X56
	-
	l2/Dt   20
	Behavior similarly; suitable for medium and high toughness materials

	
	P2: SHELL92
	Not Restricted
	d/t < 0.85
	
	

	
	P3: Modified B31G
	Low to Moderate
	Below X65
	-
	l2/Dt   50
	

	
	P4: RSTRENG Effective Area
	Not Restricted
	-
	l2/Dt   50
	

	
	P5: CSA Z662
	Low to Moderate
	Below X65
	-
	l2/Dt   50
	

	
	P6: RPA
	Low to Moderate
	Below X65
	-
	l2/Dt   20
	

	G2: New approaches
	P7: Choi et al.
	High
	X80  X90
	-
	l2/Dt   25
	P9 performance best 

	
	P8: Chen et al.
	High
	X65
	-
	l2/Dt   18
	

	
	P9: DNV RP-F101
	Exclude High
	Except X80
	-
	-
	

	G3: Models based on Stephens & Leis model
	P10: PCORRC 
	Moderate to High
	X46  X60
	-
	-
	P10 and P11 are not suitable for moderate toughness

	
	P11: Modified PCORRC
	High
	X65  X70
	-
	-
	

	
	P12: Phan et al. Modified PCORRC
	Not Restricted
	-
	-
	

	G4: RAM PIPE Requal
	P13: Original Ram Pipe Requal
	Not Restricted
	-
	-
	P13 is not suitable for moderate toughness

	
	P14: Modified Ram Pipe Requal
	Not Restricted
	-
	-
	

	
	P15: CUP
	Moderate to High
	X46 X60
	-
	-
	

	G5: Models based on Buckingham’s  theorem
	P16: Mustaffa & van Gelder
	Not Restricted
	-
	-
	P16 is not suitable for moderate toughness; P17 – P20 behavior similarly, and suitable for medium and high toughness materials

	
	P17: Netto et al. - 2005
	Moderate to High
	X52  X77
	w/D ≥ 0.0785, 0.1 ≤ d/t ≤ 0.8, l/D ≤ 1.5
	-
	

	
	P18: Netto et al. - 2010
	Not Restricted
	Shallow, moderately deep and deep-narrow defects
	-
	

	
	P19: Wang & Zarghamee
	Not Restricted
	-
	-
	

	
	P20: Fitnet FFS
	Not Restricted
	-
	l2/Dt   20
	

	G6: Models developed by Zhu & Leis
	P21: Zhu & Leis
	Grade B and X80 Only
	-
	-
	P21 performance best; P22 – P24 suitable for moderate and high toughness materials

	
	P22: Zhu - X65
	Moderate to High
	X65 X80
	-
	-
	

	G7: Models developed by Phan et al.
	P23: Modified Netto et al.
	Not Restricted
	-
	-
	

	
	P24: Modified NG-18
	Not Restricted
	-
	-
	


Note: Low toughness including: AISI 1020 Mild, X42, X46 and X52; Moderate toughness including: X52, X60 and X65; High toughness including: X70, X80 and X100



Additional Numerical Data
To complement the data collected from literature, finite element (FE) modeling analysis is conducted to generate cases that are not covered in the database collected. To obtain failure pressure of pipeline with defects, software ANSYS or ABQUS has been widely used in research. In this study, FE models are developed in ABQUS. In the process of ABAQUS finite element modeling, for simplicity, the corrosion defect is considered as a rectangular shape. The pipeline with corrosion defect is symmetrical with respect to the plane that passes through the axis of the pipeline and the center of the defect and is perpendicular to the axis of the pipeline in longitudinal direction. 

There are two element shapes that have been used in meshing in pipeline modeling: hexahedral and tetrahedral shapes. Hexahedral uses only rectangular element shapes in any given plane with 8 nodes; while tetrahedral element uses 6 nodes. Based on the modeling needs, one can set hexahedral dominated elements where it allows triangular element shapes as well. It is beneficial to use tetrahedral elements for complex designs or designs that have curve edges in which hexahedral cannot be applied; however, hexahedral elements usually make the analysis smoother without introducing more difficulties. To reduce the computation time, hexahedral element shapes are used in this study. In particular, an 8-node linear brick or C3D8R element type were used for hexahedral element shapes. For the defect shapes that are not rectangular, the defect shape is simplifies to be a rectangular shape so that hexahedral elements can be applied. It is found this simplification does not change the estimation of failure pressure. In addition, to reduce the computational cost, only a quarter of the pipe is modeled as shown in Figure 19. Furthermore, this study adopts Dynamic-Explicit procedure for the analysis and uses as Von-Mises criteria as the failure criteria.

[image: ]
Figure 19: A quarter of the corroded pipe simulated in ABQUS

Validation
A few test results from the collected database are selected and used for the FEM validation. Table 3 shows the pipe material and geometry properties and defect geometry for the selected cases, and it also compares the failure pressure data reported in the literature and the failure pressure obtained from the FEM conducted in this study. As shown in Table 3, the selected cases cover a wide range of grade, from AISI1020 Mild (low grade) to X100 (high grade). The error percentages between the failure pressures reported in the literature and the failure pressures obtained from FEM are all within 10%. This indicates that the FE models are validate and can be used to conduct analysis for new cases.

Table 3. Selected cases for FEM simulation and their results
	Reference
	Type
	Grade
	Diameter D (mm)
	Thickness t (mm)
	y (MPa)
	u (MPa)
	d (mm)
	l (mm)
	w (mm)
	Pb (MPa)
	FEM in this study (MPa)
	Error (%)

	[29]
	EXP
	AISI1020 Mild
	42
	2.73
	264.0
	392.0
	1.87
	42.0
	13.0
	32.47
	34.119
	-0.0508

	[31]
	FEM
	AISI1020Mild
	610
	6.40
	262.0
	393.0
	3.20
	158.6
	85.4
	6.58
	6.67
	-0.0144

	[31]
	FEM
	AISI1020Mild
	102
	6.00
	262.0
	393.0
	3.00
	18.4
	14.3
	40.60
	41.12
	-0.0128

	[35]
	EXP
	X65
	762
	17.50
	464.5
	563.8
	8.75
	300.0
	50.0 †
	19.80
	21.27
	-0.0480

	[24]
	FEM
	X65
	324
	9.74
	452.0
	542.0
	3.90
	300.0
	50.9
	23.30
	21.76
	0.0661

	[36]
	FEM
	X70
	1016
	14.6
	490
	590
	8.76
	600
	159.6 †
	9.38
	9.47
	-0.0096

	[36]
	FEM
	X70
	1016
	21
	490
	590
	8.76
	2000
	159.6 †
	13.96
	14.44
	-0.0344

	[23]
	FEM
	X70
	762
	15.9
	490
	590
	11.93
	500
	50.0
	9.51
	9.06
	0.0473

	[23]
	FEM
	X70
	762
	15.9
	490
	590
	9.94
	200
	50.0
	17.07
	17.5
	-0.0252

	[37]
	EXP
	X80
	443
	8
	589
	730.5
	3.75
	40.05
	32.0 †
	24.20
	25.8
	-0.0661

	[38]
	EXP
	X80
	458.8
	8.1
	552
	621
	5.32
	272.6
	31.9 †
	9.63
	9.84
	-0.0218

	[38]
	EXP
	X80
	458.8
	8.1
	552
	621
	5.39
	39.6
	31.9 †
	22.68
	23.24
	-0.0247

	[36]
	EXP
	X80
	1219
	13.79
	551.6
	684
	5.45
	589.4
	191.5 †
	12.00
	11.25
	0.0625

	[36]
	EXP
	X80
	457
	8.1
	551.6
	684
	5.39
	39.6
	71.8 †
	22.00
	23.94
	-0.0882

	[36]
	EXP
	X80
	459
	8
	551.6
	684
	3.75
	40
	72.1 †
	24.20
	25.2
	-0.0413

	[39]
	FEM
	X100
	812.8
	19.1
	802
	891
	11.46
	200
	127.7 †
	28.80
	31.15
	-0.0816

	[36]
	EXP
	X100
	1320
	22.9
	689.5
	886
	11.45
	1012.75
	207.3 †
	17.00
	17.6
	-0.0353

	[36]
	EXP
	X100
	1320
	22.9
	689.5
	886
	11.52
	514.98
	207.3 †
	19.90
	21.45
	-0.0779


† The defect width is assumed to be 0.05D based on an assumption from [19]




Review of existing prediction models
In the literature, most of the prediction models for the remaining strength of a corroded pipeline are based on maximum length and depth of corrosion defect. In this section, the formulations for different prediction models (named as P1,…, P24 in this study) are listed out. When some models are developed, the application restrictions are also suggested. Table 2 summarizes the model restrictions in terms of toughness level, pipeline grade, and defect geometry.

Since there are a few models developed based on the NG-18 equation; thus, NG-18 equation is reviewed first in this section. The performance of the 24 prediction models will be then used to compare with the data based on experimental test and numerical analysis in the next section.

Review of NG-18
Based on initial studies conducted in 1971 and 1972 [12], an equation denominated as NG-18 was developed to determine the remaining strength, σh, for a corroded pipeline, considering a defect with a depth of d and a length of l, and it is shown as: 
	
	(3)


where σflow refers to the flow stress, a replacement for hoop stress and it includes the strength reduction of the pipeline due to corrosion; M is known as the Folias or Bulging Factor, which is a geometry correction factor in a cylindrical vessel in terms of degree of the corrosion extentA0 is the intact longitudinal area of pipeline without corrosion calculated as defect length multiplying the pipe thickness, t, and Ac is the corrosion area. For prediction models developed based on NG-18, different flow stress and different defect shape in the longitudinal plane have been adopted. flow usually is expressed as a linear function of yield stress (y) or ultimate stress (u). Some models set flow = 1.1y while some set y = flow + 69 (MPa). The defect shape is simplified as parabolic (i.e., Ac = 2/3dl), rectangular (i.e., Ac = dl) or mixed (i.e., Ac = dl), thus, corresponding to Ac/A0 = 2/3d/t, d/t, and 0.85 d/t, respectively.

Prediction models that are based on NG-18
ASME B31G Original (P1)
ASME B31G model is the first burst pressure prediction model that was developed by The American Society of Mechanical Engineers (ASME) in 1984 [13], and it considers a parabolic estimate of the metal loss shape with a distinction between short and long defects. The burst pressure, Pb, is computed based on flow = 1.1y and written as:
	
	(4)

	
	(4a)


where t and D refer to the wall thickness and pipeline diameter, respectively.

SHELL92 (P2) 
Model SHELL92 proposed by Ritche and Last [14] is a modification of ASME B31G model with more conservative predictions, which considers defect shapes as rectangular and considering flow = 0.9u. It is written as:
	
	(5)

	
	(5a)


where u refers to the ultimate strength of the pipeline.

Modified B31G (or RSTRENG 0.85dL (P3) 
The prediction model called Modified B31G or RSTRENG 0.85dL was proposed by Kiefner and Vieth [15] where the shape of metal loss is assumed to be a mix of rectangular and parabolic and the stress flow is set to be y = flow + 69 (MPa). This modified version of the original B31G model is:
	
	(6)

	
	(6a)



RSTRENG Effective Area (P4) 
ASME in 2009 [16] developed yet another modification for this criterion using what is known as the Effective Area Method that use the actual corroded profile. This model is computed as:
	
	(7)

	
	(7a)


CSA Z662 (2007) (P5)
The prediction model, CSA Z662, predicts the pressure necessary to reach a plastic collapse on a corroded high grade or low-grade steel pipeline [17]. This model was calibrated using experimental burst tests, and can be written as:
	
	(8)

	
	(8a)

	
	(8b)


where  is the pressure strength of the intact pipeline.

RPA (P6) 
Benjamin and Andrade [18] proposed a prediction model using the defect area known as Rectangular Parabolic Area (RPA), considering defect geometric shape as half depth rectangle and parabola for short corrosion defects, and as parabola for long defects. The model is shown as:
	
	(9)

	
	(9a)

	
	(9b)



New approaches:
Model developed by Choi et al. (P7) 
Choi et al. [19] developed a limit state function based on a series of elastic-plastic FEM simulations for corroded pipelines of X65 grade type with elliptical defects and setting the width of defects, w, to be r/10 that represents 5% of the whole circumference of the pipe. The prediction model was developed based on a series of regression analysis and is shown as:
	
	(10)


where C0 to C4 are model coefficients that are obtained from regression analysis.

Model developed by Chen et al. (P8) 
Similar to model, P7, a prediction model was developed by Chen et al. [20] for X80 and X90 grade pipeline with single corrosion defects. They used nonlinear regression based on the results obtained from FEM simulation considering different defect configurations. The developed model is shown as:
	
	(11)

	
	(11a)


where C0 to C12 are the model coefficients that are obtained from regression analysis.

DNV RP-F101 (P9)
DNV RP-F101 was proposed from a collaboration between Det Norske Veritas (DNV) and BG Technology through a comprehensive databases of experimental burst tests and FEM simulations [21]. This recommended practice (RP) is only relevant for the pipelines that are expected to fail due to plastic collapse. This method uses a simplified approach using a rectangular shape and is conservative for parabolic defects, and is computed as:
	
	(12)

	
	(12a)


where the 1.05 factor is obtained from the experimental test result comparisons.

Approaches based on a proposed model by Stephens & Leis
PCORRC (Pipe Corrosion Criterion) (P10) 
PCORRC was developed by Stephens & Leis from the Battelle company in 1997 [22]. This approach predicts the remaining strength of corroded pipelines that have a moderate to high toughness pipe that fails due to a plastic collapse. It was determined based on a series of FEM analysis of elliptical shape defects using a regression analysis. The expression is:
	
	(13)



Modified PCORRC (P11)
This approach developed by Yeom et al. [23] is based on a fitting process based on full scale experimental burst tests and FEM simulations. The expression is:
	
	(14)



Modified PCORRC (P12) 
This modified model of PCORRC is developed by Phan et al. in 2017 [24], and its formula is written as.
	
	(15)



RAM PIPE Requal
Original RAM PIPE Requal (P13) 
RAM PIPE Requal model was developed by a collaborative work between Peroleos Mexicanos, Instituto Mexicano del Petroleo, and the U.S. Minerals Management Service, which was directed for Risk Assessment and Management (RAM) for the reassessment and requalification of marine pipelines [25]. Its expression is shown as:
	
	(16)

	
	(16a)


where  is a stress concentration factor and r is the pipeline radius.

Modified RAM PIPE Requal (P14)
This modified RAM Pipe Requal proposed by the same group who developed P13 with more burst tests [26], and it is written as:
	
	(17)

	
	(17a)



CUP (P15)
The CUP model is developed based on FEM and numerical fitting by Shuai et al. [27]. It considers a rectangular shape and simplified groove metal loss defect. The failure criterion corresponds when the Von Mises stress reaches the true ultimate strength, its expression is shown as follows:
	
	(18)


where C0 to C12 are the model coefficients that are obtained from the fitting process.

Approaches based on the Buckingham’s  theorem
Model developed by Mustaffa & van Gelder (P16) 
This proposed model was developed by Mustaffa & van Gelder [28], and it is based on the Buckingham’s  theorem . The model is written as
	
	(19)



Model developed by Netto et al. (P17)  
Netto et al. proposed a new model that uses the Buckingham’s  theorem based on a combined set of nonlinear FEM simulations and small-scale experimental data [29]. The expression is:
	
	(20)



Updated Netto et al. Model (P18) 
This approach was updated by Netto in 2010 based on the experimental tests that was done by Sakakibara et al. in 2008 [30]. The expression has a mean error of 4.4% compared to the experimental results, and it is written as:
	
	(21)



Modified Netto et al. (P19)
Wang & Zarghamee (2013) developed this method based on initial Netto et al. approach [31]. The expression is given as:
	
	(22)

	
	(22a)


where Pbi refers to the burst pressure without any corrosion defects.

FITNET FFS (P20)
FITNET FFS model is developed by European Fitness for Service Network to assess the structural integrity of pipelines [32]. They developed this method by covering four different failure mechanisms; corrosion, fracture, creep and fatigue, with assuming a rectangular shape for defects. The model is given by:
	
	(23)

	
	(23a)



Approaches proposed by Zhu & Leis
Zhu & Leis (P21)
Zhu & Leis proposed a different approach with considering the pipeline strain hardening behavior (n is hardening exponent) for Grade B and X80 type pipelines [33]. This model is based on Hollomon strain model and the true material strain-stress. The expression is:
	
	(24)

	
	(24a)



Zhu – Updated (P22)
This approach proposed by Zhu [34] is the modified version of the Zhu & Leis (P21) which proposed a new failure criterion based on FEM results for X65 grade pipelines due to a modified Von Mises criteria:
	
	(25)

	
	(25a)

	 
	(25b)



Approaches proposed by Phan et al.:
Modified Netto et al. (P23) 
This modified version of the initial Netto et al. model, P17, is proposed by Phan et al. [24] and the formulation is given as:
	
	(26)



Modified NG-18 (P24) 
This modified version of NG-18 equations proposed by Phan et al. [24] is similar to P23 but with the intention of further lowering prediction error. The formulation is written as,
	
	(27)

	
	(27a)



Results and Discussions
Database Analysis
The failure pressure depends on many quantities, such as pipeline material properties and geometry, and defect geometry. Thus, Table 4 summarizes the overall ranges of six important quantities: yield strength (y) ratio of pipe thickness to pipe diameter (t/D), ratio of defect depth to pipe thickness (d/t), ratio of defect length squared to the multiplication of pipe diameter and thickness (l2/Dt), ratio of defect width to defect length (w/l), and ratio of defect width to pipe diameter (w/D). These six quantities are listed out here because of their importance for failure pressure prediction, and they have been used in the failure pressure prediction as shown in the previous session. Except y and t/D, the other four quantities are related to defect geometry. Please note that for the cases where the information of w is missing, w is evaluated by w = 0.05D based on the suggestions by Choi et al. [19].

Table 4. Data range of six important quantities
	Quantity
	Overall Range

	y (MPa)
	
	[262  802]

	
	Level 1
	[262   412)

	
	Level 2
	[412  509)

	
	Level 3
	[509  802]

	t/D
	[0.0042  0.0651]

	d/t 
	[0.0143  0.875]

	l2/tD
Log(l2/tD)
	[0.0024  8967.9664]

	
	[-6.0137  9.1014]

	w/l
	[0.0191  7.6592]

	w/D
	[0.0038  2.0981]



To provide a better idea of how these seven quantities scatter over the whole database, Figure 20 shows the scattered plots of measured failure pressure vs. these seven quantities. In these plots, the cross markers and circle markers refer to the data obtained from finite element burst tests and experimental burst tests, respectively. Figure 20(a) shows the scatter plot of y over Pb. Overall, increase of y leads to higher burse pressure, except a few cases circled by the dotted lines in Figure 20(a). These few cases turn out to have pretty high thickness to diameter ratio, t/D, (about 0.06) as shown in Figure 20(b) in the dotted circle. In Figure 20(b) shows the scatter plot of t/D over Pb., where majority of the cases have t/D below 0.04. It can be seen that the higher the t/D ratio is (i.e., the thicker the piper has), the higher the burst pressure. 

Figure 20(c) shows the relation of d/t and Pb. The collected data points are scattered nearly evenly over the overall range of d/t. Generally, Figure 20(c) indicates that the negative correlation between d/t and Pb, as expected. Similar trend is found in Figure 20(d) where it shows the scatter plot of log(l2/Dt) over Pb. The observations from Figures 20(c) and 20(d) indicate that the depth and length of the defect are significant factors to determine the burst pressure. Figures 20(e) and (f) shows the relationship of Pb and the normalized defected width, w/l and w/D, respectively. No explicit trend can be found in both Figure 20(e) and (f), indicating the impact of defect width may be insignificant on the burst pressure.

Additional Numerical Cases
With the validated FE models, a total of 32 new cases are added to the database collected from literature. The pipeline properties and defect geometries of these 32 new cases are summarized in Table 5, and the four quantities of these added cases marked as stars are also shown in Figure 21. As shown in Figure 21, the new cases are designed to cover the regions where the data collected literature is scarce. 

Performance Comparison of Existing Models
As shown in Table 2, some of the prediction models are developed for certain type of grade or defect geometry. Thus, it is more appropriate to compare the prediction models at different levels of grade and defect geometry. As shown in Figure 20, the changes in four quantities (i.e., y, t/D, d/t, and l2/Dt) have shown tendency to change in failure pressure, indicating their potential influence on the failure pressure; thus, the performance of existing models can be compared at different levels of these four quantities. In particular, y is used to present the level of material toughness, t/D is used to describe the level of the relative pipe wall thickness, d/t can be considered as the level of corrosion depth, and l2/Dt can be considered as the level of corrosion length. 

At this stage, the performance comparison of the existing models is conducted at three different levels of y. The three levels of y are based on toughness levels: low toughness, moderate toughness and high toughness. Low toughness refers to the pipe material with yield stress up to 412 (MPa), which includes AISI 1020 Mild, X42, X46 and X52 grade pipes. Moderate toughness refers to yield stress up to 509 (MPa), including X55, X60 and X65 grades. High toughness refers to yield stress above 509 (MPa), including X70, X80 and X100 grades. 
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○ Experimental burst tests
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Figure 20: Scatter plots of burst pressure (Pb) vs. selected quantities
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Figure 21: Scatter plots of selected quantities vs. yield stress (y)



Table 5. New cases for FEM simulation
	Grade
	Diameter D (mm)
	Thickness t (mm)
	y Pa
	u Pa
	d (mm)
	l (mm)
	w (mm)
	Obtained Pb (MPa)

	AISI1020Mild
	100
	3.00
	262
	393
	0.3
	347.89
	15.71
	18.80

	AISI1020Mild
	100
	4.00
	262
	393
	1.2
	243.65
	15.71
	21.20

	AISI1020Mild
	150
	1.50
	262
	393
	0.6
	40.77
	23.56
	6.08

	X46
	500
	15.00
	342
	475
	4.5
	388.13
	78.54
	21.99

	X46
	500
	5.00
	342
	475
	2.5
	30.33
	78.54
	9.30

	X46
	500
	15.00
	342
	475
	12
	52.53
	78.54
	25.03

	X46
	350
	3.50
	342
	475
	2.8
	21.23
	54.98
	7.95

	X46
	500
	5.00
	342
	475
	0.5
	30.33
	78.54
	9.30

	X52
	610
	6.10
	445
	610
	0.61
	37.00
	95.82
	15.40

	X65
	500
	15.00
	525
	647.5
	7.5
	235.41
	78.54
	28.50

	X65
	500
	5.00
	525
	647.5
	3.5
	30.33
	78.54
	10.20

	X65
	350
	10.50
	525
	647.5
	5.25
	22.30
	54.98
	43.50

	X65
	350
	7
	525
	647.5
	3.85
	81.61
	54.98
	21.15

	X65
	350
	3.50
	525
	647.5
	2.8
	12.88
	54.98
	12.40

	X65
	350
	3.50
	525
	647.5
	0.35
	57.71
	54.98
	12.40

	X65
	600
	12.00
	525
	647.5
	8.4
	51.47
	94.25
	23.45

	X65
	600
	24.00
	525
	647.5
	19.2
	72.78
	94.25
	46.50

	X80
	500
	5.00
	630
	725
	1
	82.44
	78.54
	15.10

	X80
	700
	14.00
	630
	725
	9.8
	731.48
	109.96
	9.60

	X80
	800
	8.00
	630
	725
	0.8
	217.46
	125.66
	14.70

	X80
	800
	16.00
	630
	725
	12.8
	41.62
	125.66
	28.96

	X80
	800
	8.00
	630
	725
	4
	131.90
	125.66
	12.40

	X80
	1100
	11.00
	630
	725
	3.3
	14.89
	172.79
	15.30

	X100
	1100
	16.5
	765
	875
	9.9
	81.71
	345.58
	25.95

	X100
	1100
	16.5
	765
	875
	9.9
	81.71
	17.28
	26.25

	X100
	1100
	16.5
	765
	875
	9.9
	81.71
	86.39
	27.15

	X100
	1100
	16.5
	765
	875
	9.9
	81.71
	172.79
	26.95

	X100
	750
	11.25
	765
	875
	1.125
	33.79
	117.81
	29.9

	X100
	525
	10.5
	765
	875
	5.25
	122.41
	82.47
	29.99

	X100
	525
	10.5
	765
	875
	3.15
	10.05
	82.47
	36

	X100
	700
	28
	765
	875
	22.4
	1034.47
	109.96
	16.13

	X100
	700
	49
	765
	875
	39.2
	1368.47
	109.96
	13.6



The performance of a prediction model can be quantified using mean (res) and standard deviation (res) of residuals, and mean squared error (MSE). In particular, res measures the bias of the model prediction and res measures the accuracy of the model; while one can show that the MSE can be written as the sum of the variance of the residual and the squared of res. Thus, MSE gives an overall performance index of balance of bias and variance. The residuals and MSE are calculated respectively, as
	
	(28)

	
	(29)


where yi refers to the burst pressure measured, refer to the predicted failure pressure obtained from a prediction model, and n is the total number of data considered.

Figures 22 shows the performance comparisons of the 24 existing prediction models at the three levels of y, where the crosses refer to res, the horizontal lines refer to res  res, and solid dots are the MSE values. As shown in Figure 22, regardless the levels, most model predictions averagely underestimate the burst capacity, resulting in positive res, shown as cross markers above the horizontal line of zero residual. Some have positive bias for one level but negative bias for a different level. For example, models P10 and P11 have positive bias for Grade Levels 1 and 3 (shown in Figures 22(a) and 22(c)) but negative bias for Grade Level 2 (shown in Figure 22(b)). In addition, the prediction variance is bigger for Grade Level-1 in general. These results show that the performance of each model changes from level to level. However, the models perform more similarly and overall worse (based on MSE values) for lower Grade (i.e., shown in Figure 22(d)).

As shown in Figure 22, models P1-P6 (i.e., models developed based on NG-18) have less bias and much less variance for Grade Levels 2 and 3. This indicates that those models that developed based on NG-18 are more suitable for medium and high toughness materials. Table 2 summarizes the performance comparison of the models in their own groups. In addition, models P9 and P21 perform very similarly in all three levels: both are the best in terms of MSE values for Grade Levels 1 and 2; both are not the best for Level 3 with negative bias. The performance of P9 is consistent with Table 2, where it indicates that P9 was developed for low and medium toughness pipelines (i.e., Grade Levels 1 and 2). However, P21 was supposed to do better in Grade Level 3 indicated in Table 2, Figure 22 shows otherwise. In addition, predictions from P13 and P16 are overestimated for all three levels; and P13, P14, P15, and P16 have the worst performance for all levels in terms of MSE values. On the other hand, Models P9 and P21 perform the best overall.

Future work (next Quarter)
In the next Quarter, the research team will continue working on Task 3. In Task 3a, colony defect database will be established based on literature review, similar to the database of isolated defect. The FE model will be extended from isolated corrosion defect to colony corrosion defect. In Task 3b, the research team will develop probabilistic burst pressure models for pipeline with isolated defects based on different levels of grade, and possibly to develop the models on different levels of other quantities (such as t/D, d/t, and l2/Dt). Then the developed models will be compared with the existing models in terms of prediction accuracy using the established database. The impact of the model accuracy on the reliability of pipeline will be also studied. 
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Figure 22: Comparison of residual and MSE of each model for three levels of grade
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