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NOTICE 

1. This Report was prepared as an account of work conducted at C-FER Technologies (1999) Inc. 
(“C-FER”) on behalf of Pipeline and Hazardous Materials Safety Administration 
(“PHMSA”).  All reasonable efforts were made to ensure that the work conforms to accepted 
scientific, engineering and environmental practices, but C-FER makes no other representation 
and gives no other warranty with respect to the reliability, accuracy, validity or fitness of the 
information, analysis and conclusions contained in this Report.  Any and all implied or 
statutory warranties of merchantability or fitness for any purpose are expressly excluded.  Any 
use or interpretation of the information, analysis or conclusions contained in this Report is at 
PHMSA’s own risk.  Reference herein to any specified commercial product, process or service 
by trade name, trademark, manufacturer or otherwise does not constitute or imply an 
endorsement or recommendation by C-FER. 

2. Pursuant to the terms of the Other Transaction Agreement No. DTPH5615T00004 dated 
September 28, 2015, any confidential and proprietary information contained in this Report is 
owned solely by PHMSA.  C-FER confirms that PHMSA is entitled to make such additional 
copies of this Report as PHMSA may require, but all such copies shall be copies of the entire 
Report.  PHMSA shall not make copies of any extracts of this Report without the prior written 
consent of C-FER.  C-FER further confirms that PHMSA is entitled to distribute copies of this 
Report for Government purposes only, as detailed in the Other Transaction Agreement. 

3. Any authorized copies of this Report distributed to a third party shall include an 
acknowledgement that the Report was prepared by C-FER and shall give appropriate credit to 
C-FER and the authors of the Report. 

4. Copyright C-FER 2018.  All rights reserved. 
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EXECUTIVE SUMMARY 

Overview 
A leak detection evaluation framework has been developed for use by pipeline operators to identify 
and evaluate candidate External Leak Detection (ELD) systems intended for possible deployment on 
onshore transmission pipelines, and to assist operators in making an informed technology selection. 
The framework focuses on leak detection systems that are deployed or that operate external to the 
pipeline. Such systems are reportedly capable of detecting small releases that fall below the detection 
threshold of traditional leak detection systems (i.e. computation pipeline monitoring systems) and can 
therefore serve to complement existing leak detection infrastructure by extending the overall detection 
range. The following is a brief summary of the guidance presented in this framework document. 

Technology Performance  
The first step in identifying candidate ELD systems for deployment on a pipeline is to define and 
quantify specific ELD performance requirements unique to the pipeline under consideration. In 
defining performance requirements, consideration should be given to existing regulatory requirements 
and industry best practice documentation. Consistent with this, the following commonly referenced 
leak detection performance metric categories have been re-interpreted in the context of ELD systems 
for use in this framework: sensitivity, accuracy, reliability, and robustness. 

The framework recommends defining performance requirements in terms of specific targets applied 
to Key Performance Indicators (KPI). In this context, a KPI is defined as a specific and measureable 
quantity that allows for quantitative evaluation of a specific element of an ELD system’s performance, 
whereas the associated performance target assigns a desired value to that KPI. The framework 
recommends that one or more KPIs be associated with each of the performance metric categories. 

Different performance requirements should be specified for different locations along the pipeline and 
for different operating conditions. The physical environment within which the candidate ELD 
technologies are expected to perform (i.e. the application environment) should also be defined and 
characterized as this will impact the ELD technology’s ability to meet the defined performance 
requirements. The application environment should be characterized in terms of so-called application 
environment parameters, which are defined as measurable factors forming one of a set that defines the 
application environment. Many parameters could be used to characterize the application 
environments; however, the framework recommends focusing on a select subset of key parameters to 
manage the level of effort required to carry out the technology evaluation process. To this end, 
guidance is provided for identifying key application environment parameters. 

Technology Screening  
Candidate ELD technologies, capable of meeting the defined performance requirements, should be 
identified by way of a market survey. The purpose of the market survey is to identify viable 
technologies for consideration based on their perceived ability to meet the defined performance 
requirements.  

It is recommended that a questionnaire be developed and distributed to the candidate technology 
vendors identified through the market survey. The purpose of the vendor questionnaire is to facilitate 
the collection of targeted information regarding the candidate vendors, their services and the 
performance of their systems as they relate to the specific performance requirements established 
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previously. The questionnaire should provide vendors with a means to define their ELD system 
performance capabilities in the form of specific performance claims. The reported performance claims 
should be interpreted and compared against the performance requirements by way of an evaluation 
matrix whereby each vendor’s performance capabilities are scored and then aggregated to produce an 
overall score. The highest scoring vendors (i.e. the shortlisted vendors) are then selected for further 
evaluation. The framework provides guidance for interpreting and organizing the questionnaire 
responses so that they may be used effectively in comparing the ELD technologies being considered.    

Technology Characterization 
Technology vendors should be asked to provide data (publications, experiments, modeling results, 
field data, etc.) to support their claims and the supporting data (from the shortlisted vendors) should 
be analysed to determine its capacity to support specific performance claims as they relate to the 
performance requirements defined previously.  

The framework recommends characterizing the supporting data by assigning it confidence and 
relevance scores. Confidence scores depend on the nature of the supporting data, whereas relevance 
scores are used to assess the degree to which the supporting data source is consistent with the 
associated application environment. 

Information gaps are identified based on the combined relevance and confidence scores. Performance 
claims with relatively high confidence and relevance scores can likely be accepted, whereas those with 
lower scores suggest information gaps and should not be relied upon unless the supporting data is 
supplemented or validated. These information gaps should be addressed to the extent possible through 
testing and/or modeling.  

Technology Evaluation and Selection 
The existing performance claims, as well as the associated confidence and relevance scores, should be 
revised to reflect the results obtained from the testing and/or modeling work performed. In revisiting 
the original performance claims, they should either be confirmed, rejected or modified in light of the 
new information obtained through testing and/or modeling. The revised performance claims constitute 
a new set of performance claims, referred to as modified performance claims. 
 
A final technology selection is then made by comparing the modified performance claims against the 
performance requirements using a process similar to that used to compare the original performance 
claims (i.e. using an evaluation matrix); however, at this stage, consideration is also to be given to the 
degree of relevance and the degree of confidence associated with each of the claims.  
 
Note that testing and/or modeling carried out to address information gaps may also lead the operator 
to identify additional performance requirements, or to remove or modify original performance 
requirements. The prioritized application environment parameters (i.e. the physical parameters that 
are used to characterize the application environments) may also change as a result of additional 
information obtained through testing and/or modeling. This would lead to a need to revise, and 
possibly repeat, the technology evaluation process. The operator may also chose to further improve 
the information quality scores through additional testing and/or modeling resulting in the need for one 
or more additional iterations of the final technology selection process before arriving at a final 
technology recommendation.  
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1. INTRODUCTION  

 Framework Overview 

 Objective 

This leak detection evaluation framework has been developed for use by pipeline operators to identify 
and evaluate candidate External Leak Detection (ELD) systems intended for possible deployment on 
onshore transmission pipelines, and to assist operators in making an informed technology selection. 
This framework is designed for ELD systems with the ability to detect small leaks, defined herein as 
product leaks having release rates and/or release volumes that fall below the detection threshold 
currently associated with conventional or traditional leak detection technologies including, but not 
limited to, Computation Pipeline Monitoring (CPM) systems.  

 Scope Limitations 

This framework covers the identification, evaluation, and selection of ELD technologies for onshore 
gas and liquid hydrocarbon transmission pipelines prior to field deployment. It does not address the 
following topics: 

1) Evaluating leak detection performance for systems intended for deployment at pump or 
compressor stations, valve stations, and tank farms. 

2) Evaluating leak detection performance of systems currently deployed on existing pipelines. 

3) Evaluating ELD sensor functionality for uses other than leak detection, such as third party intrusion 
monitoring, ground movement monitoring, and distributed strain monitoring. 

4) Evaluating sensor installation procedures. 

 Framework Outline 

This framework is comprised of four primary elements; each element is discussed in a separate section 
of this document. The flow of information between the major framework elements, the associated 
report sections, and the linkage to supplementary information contained in the Appendices is shown 
schematically in Figure 1.1. A brief overview of the information covered in each of the four major 
report sections is provided below. 

Technology Requirements 

Section 2 provides guidance for defining specific ELD performance requirements, which is informed 
by relevant regulatory and best practice considerations. This section also contains guidance for 
selecting and characterizing parameters that can accurately describe the intended application 
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environment since an ELD system’s ability to meet defined performance requirements is a function of 
the application environment in which the system will be deployed. 

Technology Screening 

Section 3 provides guidance for identifying and comparing candidate commercial systems employing 
these technologies. The processes described in this section will help operators interpret vendor 
performance data by comparing it to the performance requirements identified in Section 2. This section 
also provides the basis for ranking anticipated technology performance for the purpose of identifying 
preferred technologies and vendors that warrant further consideration. 

Technology Characterization 

Section 4 provides guidance on consolidating performance data for the preferred technology vendors 
identified in Section 3, identifying information gaps by comparing this performance data against the 
performance requirements that were identified in Section 2, and addressing these gaps by 
supplementing and validating the existing data. 

Final Technology Evaluation and Selection Considerations 

Section 5 provides guidance to assist the operator in arriving at a final technology selection. 
Essentially, it outlines an updated technology screening process that incorporates additional 
information collected and evaluated using the process described in Section 4. 
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2. TECHNOLOGY PERFORMANCE 

 Overview 

Technology performance refers to the collection of specifications describing the required 
functionality of a particular ELD technology for a given pipeline system. This section provides 
guidance for identifying and defining explicit performance requirements based on specific 
information relating to the pipeline of interest and its operation. Different performance 
requirements might exist for different locations along the pipeline (river crossings, high 
consequence areas, etc.), as well as for different operating states (normal, shut-in, etc.). Therefore, 
it is necessary to form subsets of performance requirements that are specific to each combination 
of pipeline location and operating state. These subsets will be referred to as application 
environments. 

The guidance provided in this section is divided into three main parts: in the first part (Section 2.2), 
performance requirements and associated metrics are reviewed and discussed; in the second part 
(Section 2.3), application environments within which performance requirements are to be met are 
defined and discussed; and in the third part (Section 2.4.3), guidance is provided for selecting, 
characterizing and consolidating the application environment parameters required for decision 
making. 

 Performance Requirements 

The aim of this section is to identify and describe performance metrics that can be used to evaluate 
various elements of ELD performance. Performance requirements are defined as specific targets 
associated with Key Performance Indicators (KPI), which can be categorized based on the 
particular performance measure (or performance metric) being considered. 

 Performance Metrics 

In determining appropriate performance metrics for ELD systems, consideration has been given to 
existing regulatory and best practice documentation. However, in recent years, the focus of 
pipeline leak detection has largely been on computational methods that monitor and interpret 
internal operating parameters (e.g. pressure and flow) for the purpose of detecting conditions 
indicative of a leak. Consequently, the current catalogue of publicly available documentation is 
strongly oriented towards these internal computational methods. Therefore, while reflecting 
existing regulatory and best practice considerations (and API RP 1130, in particular), some of the 
commonly referenced performance metrics have been re-interpreted in the context of ELD 
systems. The four performance metric categories considered in this Framework are: sensitivity, 
accuracy, reliability, and robustness (API 2007); each metric category is discussed below.  
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Sensitivity 

API RP 1130 defines sensitivity “as a composite measure of the size of leak that a system is capable 
of detecting, and the time required for the system to issue an alarm in the event a leak of that size 
should occur” (2007). The API RP 1130 definition of sensitivity is valid for ELD systems. 

Accuracy 

API RP 1130 defines accuracy as the validity of the additional information (“leak parameter 
estimates”) accompanying an alarm provided by the Leak Detection System (LDS) (2007). The 
estimated parameters will vary with each vendor but, for CPM systems, they usually include “leak 
flow-rate, total volume lost, type of fluid lost, and leak location” (API 2007). ELD systems are 
capable of providing leak location estimates, but are not generally capable of providing leak 
flowrate or volume loss estimates since they do not usually integrate with the SCADA system 
(which could provide information that could be used to estimate these values). 

Reliability 

API RP 1130 defines reliability as “a measure of the ability of a leak detection system to render 
accurate decisions about the possible existence of a leak on the pipeline, while operating within an 
envelope established by the leak detection system design” (2007). Under this definition, reliability 
is related to two measures: 

 The probability of correctly detecting a leak, provided that a leak does exist; and 

 The probability of incorrectly detecting a leak, provided that no leak exists. 

An LDS is therefore reliable if it tends to correctly detect leaks when a leak does exist and does 
not consistently provide false alarms when a leak does not exist. Note that these measures pertain 
to reliability when it is operating within a specific envelope; operation with deviations to that 
envelope (e.g. during an instrumentation/communication degradation or failure) pertain to 
robustness (API 2007). 

Reliability is usually dependent upon parameters set by the operator (e.g. sensitivity), so the 
reliability can be changed by adjusting these parameters. This adjustment often involves a trade-off 
with other aspects of performance. For example, increasing the sensitivity threshold used on the 
LDS can improve reliability (fewer false alarms), but decrease detection sensitivity (larger leak 
rates are required for detection) (API 2007). The API RP 1130 definition of reliability is valid for 
ELD systems. 

Robustness 

API RP 1130 defines robustness as “a measure of the leak detection system’s ability to continue 
to function and provide useful information, even under changing conditions of pipeline operation, 
or in conditions where data is lost or suspect” (2007). 
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The recommended practice distinguishes reliability from robustness by restating that reliability is 
“a measure of performance within a specified operational envelope,” and robustness “is a measure 
of the effective size of the operational envelope” (API 2007). There is an inherent trade-off 
between reliability and robustness. If a system continues to function under non-ideal conditions, it 
is more robust but possibly less reliable, whereas if certain functionality is disabled as a result of 
non-ideal conditions, it may be less robust but more reliable. The API RP 1130 definition of 
robustness is valid for ELD systems. 

A brief summary of key documents that outline requirements or best practices relevant to ELD 
systems is provided in Appendix A. 

 Key Performance Indicators  

A KPI is a specific and measureable quantity that allows for quantitative evaluation of a specific 
element of an ELD system’s performance. While a KPI defines an important individual 
performance measure, the associated performance target (described in detail below) assigns a 
desired value to that performance measure. Together, a KPI and the associated performance target 
define a performance requirement. For example, a KPI that could be used to evaluate sensitivity is 
the minimum detectable leak rate. A target for this KPI would be set by the operator and could be 
a detectable rate of 0.1% of the total throughput. The ability of candidate systems to achieve 
specified performance requirements provides an objective basis for comparing and evaluating 
candidate leak detection systems. It is recommended that one or more KPIs be associated with each 
of the performance metric categories listed above. 

The selection of KPIs is ultimately at the discretion of the operator, but it is suggested that the 
selection process be informed by risk considerations (i.e. consider both the likelihood of leak 
occurrence and the potential consequences of a leak should it occur). Examples of common KPIs 
for each of the established performance metric categories are provided below. 

Sensitivity 

KPIs that could be used to assess the sensitivity of an ELD system include, but are not limited to, 
the following: 

• minimum detectable leak magnitude, where the magnitude could be stated as a pressure, 
flowrate, or volume; 

• minimum time to detection; 

• minimum detectable sensor measurement for the particular technology (e.g. minimum 
detectable temperature differential for a temperature-based ELD system); 
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• minimum detectable leak size within a given value of detection time (the operator may have a 
goal detection time and want to see the size of leak that can be detected within this window); 
and 

• minimum detection time for a given leak rate (the operator may have a goal leak rate to be 
detected and want to determine how fast a leak of that size can be detected). 

Accuracy 

ELD systems do not generally provide leak flowrate and/or leak volume information; however, to 
varying degrees, they have the ability to identify leak location along the length of the pipeline. 
Therefore, it is suggested that the relevant accuracy KPI for ELD systems be defined in terms of 
the accuracy of leak location (i.e. the spatial resolution of leak location). 

Reliability 

KPIs that could be used to assess the reliability of an ELD system include, but are not limited to, 
the following: 

• ratio of false alarms to correctly detected leaks; 

• number of false alarms per unit time (week, month, etc.); 

• number of undetected leaks; and 

• number of hours the detection capability is degraded. 

Robustness 

Since robustness is a measure of the ability of a LDS to function as intended despite variations in 
operating conditions, the KPIs employed to quantify sensitivity, accuracy, and reliability are 
applicable for robustness when considered under irregular operating conditions. The extent to 
which the KPI values vary with the changing operating conditions signifies the system’s 
robustness. 

 Performance Targets 

Once appropriate KPIs have been established, specific performance targets should be assigned. 
Potential sources of information for establishing these targets include: 

• Past/current LDS performance: If the selected ELD system is meant to complement, enhance, 
or replace an existing LDS, historical operating performance data may be useful in setting 
targets. For example, if the selected ELD system is meant to enhance the performance of an 
existing system (e.g. CPM system), the known detection threshold for the existing system, in 
combination with the desired level of improvement with respect to the existing performance 
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threshold, can inform the determination of the ELD performance targets. A literature review 
that considers the general capabilities of existing CPM methods is provided in Appendix B; for 
reference, the review concludes that the absolute minimum detectable leak rates for current 
CPM systems vary between 0.1 and 5% of total pipeline flow. 

• Risk assessments: Risk assessments in combination with safety and/or environmental risk 
acceptance criteria may inform the determination of quantitative performance targets. For 
example, a risk assessment on a liquid pipeline in a high consequence area could support a goal 
of successfully alarming on any releases with a volume greater than 1000 L (264 gal). 

• Operator leak detection program goals: The operator may have corporate goals set for the 
performance of various aspects of their leak detection program, including specific targets such 
as the maximum number of false alarms per year in certain areas or under certain operating 
conditions. 

 Application Environment 

Different performance requirements may be appropriate, depending on the pipeline location and 
operating state. To facilitate the process of deriving meaningful performance requirements for the 
pipeline in question, the first step is to identify and define the relevant locations and operating 
states. Pipeline locations are differentiated by the nature of the physical environments traversed 
and operating states refer to the different modes of operation that are expected over the pipeline’s 
operating life. Once defined, the various combinations of locations and operating states constitute 
discrete scenarios referred to herein as “application environments”, each of which should be 
evaluated separately. 

Pipeline locations are delineated by subdividing the pipeline spatially based on significant changes 
in the surrounding environment, whereas operating states are identified by dividing the pipeline 
temporally based on significant differences in operating conditions (e.g. normal operation versus 
shut-in). The level of granularity in the required distinctions will depend on the goals of the 
analysis, but it is recommended that, at a minimum, pipeline sections traversing high consequence 
areas should be spatially distinguished from the rest of the pipeline, and that the most prevalent 
operational states should be considered. 

With specific regard to spatial delineation, as outlined in Section 195.452(i)(3) of 49 CFR Part 195, 
a risk-based approach for determining the leak detection requirements in high consequence areas 
may be appropriate (CFR 2015). In following a risk-based spatial delineation approach, some 
factors to account for are: 

• High consequence areas could include waterway crossings, protected lands, and high 
traffic/public areas. 

• Certain areas may be difficult to access with excavation equipment and, therefore, a higher 
degree of reliability (lower false alarm rate) may be appropriate. 



 
Technology Performance 

Final Report - Framework for Verifying and Validating the Performance and Viability of Leak Detection Systems for Liquid and Natural Gas Pipelines 
C-FER File No. F174 10 

• Low points along the pipeline can present greater risk of failure due to internal corrosion, which 
is a significant cause of small leaks.  

Once the application environments have been identified, detailed performance requirements should 
be developed for each environment. Where possible and appropriate, it is recommended that 
similar KPIs be used for all application environments. This simplifies the process of applying 
targets to the KPIs and facilitates comparison between the established application environments. 
However, in certain instances, it may be appropriate to assign different KPIs for different 
application environments. For example, consider two application environments which, for 
simplicity, are identical in every respect except that they involve different operating states. 
Application environment A represents a “normal” operating mode and is characterized by steady 
state flow conditions, while application environment B represents a “shut-in” mode characterized 
by no flowrate. Suppose the pipeline in question currently has a CPM LDS for which the sensitivity 
is described in terms of a percent of total flow. As such, there is a desire to also define a sensitivity 
metric for candidate ELD systems in terms of a percentage of total flow. This is an appropriate 
KPI for application environment A; however, since application environment B has no flowrate, a 
sensitivity KPI defined in terms of flowrate is not appropriate and an alternate KPI is required. 

An ELD system’s ability to meet the defined performance requirements is a function of the 
physical characteristics of the application environment. The application environment can be 
characterized by a set of parameters referred to herein as “Application Environment Parameters” 
(AEPs), which are categorized as being either “operator defined” or “intrinsic”. AEPs are 
measurable factors forming one of a set that defines the application environment. AEPs should be 
derived and quantified for each of the established application environments. The following 
discussion provides guidance on identifying, characterizing, and selecting appropriate AEPs.  

 Operator Defined Application Environment Parameters 

Operator defined AEPs reflect the pipeline design, installation, and operating conditions that are 
controlled by the operator. The following considerations inform the identification of applicable 
AEPs. 

2.3.1.1 Measurement Range 

For most ground-based systems, measurement range refers to the distance over which a single 
Interrogator Unit (IU) is able to effectively monitor a pipeline for potential leakage. The 
technology supplier will generally specify a maximum practical measurement range beyond which 
the system either ceases to work as intended or its performance is no longer satisfactory. The 
maximum measurement range usually cannot be exceeded. If the IUs need to be spaced more 
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closely together for reasons such as access to power, ease of maintenance, or performance1, it is 
usually possible to reduce the measurement range; however, the most cost-effective installation 
scheme often involves maximizing IU spacing. On that basis, a potential AEP related to the 
measurement range of a distributed ELD system could specify a minimum acceptable IU 
separation distance for a particular operating location.  

Unlike ground-based systems, the measurement range for airborne applications depends on a 
number of factors, such as payload, aircraft, and local meteorological conditions. Therefore, for 
airborne systems, an appropriate measurement range AEP might specify a minimum acceptable 
linear distance over which a particular aircraft (i.e. fixed wing, rotary, Unmanned Aerial Vehicle 
(UAV)) is required to survey before recharging/refuelling for a particular operating location.   

2.3.1.2 Sensor Deployment 

Sensor deployment considerations affect parameters related to the cables and sensors used in 
ground-based applications (both direct buried and on pipe), as well as survey speed, altitude, 
platform type (i.e. fixed wing, rotary, UAV), and the variety of mounting mechanism used for 
airborne systems. Sensor deployment for ground-based systems is largely driven by 
constructability constraints and construction practices, whereas airborne systems, which don’t 
require permanently installed sensors or supporting infrastructure, are influenced by deployment 
platform operability constraints. For ground-based systems, an understanding of relevant 
constructability constraints and vendor installation requirements is therefore required to ensure 
realistic performance estimates. 

Sensor Locations 

For ground-based ELD technologies, sensor placement recommendations provided by the 
technology vendors cannot always be followed due to construction safety and/or cost 
considerations. As a result, there will likely be some level of performance degradation over 
pipeline sections where sensor placement differs from the vendor’s recommendation or from the 
preferred location as identified through independent means (i.e. testing or modeling). 

When referring to ground-based technologies, sensor location denotes the position of the ELD 
sensor relative to the pipe. Sensor location has the potential to affect ELD system performance as 
follows: 

 Technologies that rely on the fluid reaching the sensing area, such as Hydrocarbon Sensing 
Cables (HSC) and Distributed Temperature Sensing (DTS) systems, are only effective if 

                                                           
 

1 Most IUs must be deployed in locations that have access to power, allow them to transmit and receive data, and/or 
provide access for maintenance.  On that basis, IUs are traditionally placed at compressor/pump or valve stations.  
Depending on the ELD technology used, alternative IU deployment locations could be feasible; however, it is 
generally preferred to install IUs at compressor/pump or valve stations unless there are other practical considerations. 
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located in the released fluid flow path. On that basis, placement of such sensors relative to the 
pipe can have a significant impact on performance. 

 For sub-surface thermal sensing technologies (i.e. DTS), the pre-release temperature at the 
sensor location must be considered. If the sensor is placed directly on the pipe, then the sensor 
temperature prior to a release could already be at the fluid temperature inside the pipe, thus 
adversely impacting successful detection of a release event. 

 Technologies that rely on acoustic sensing are expected to have improved performance as their 
distance to the pipeline is reduced since acoustic energy is attenuated with distance. Obstacles, 
such as sub-surface structures and supports, can also affect acoustic energy transmission. 

Sensor position AEPs should be specified in terms of restrictions rather than detailed locations 
(e.g. for retrofit applications, the cable cannot be placed any closer than the defined exclusion 
zone). In doing so, consideration should be given to the leak detection manufacturer’s 
recommended installation location relative to the pipe and the stated maximum sensing range. This 
location may vary depending on the fluid properties, soil characteristics, and the sensing 
mechanism of the ELD system. Consideration should also be given to operator requirements 
relating to constructability. Specifically, the feasibility of deploying sensors in certain positions 
should be evaluated by considering current construction practices and procedures. Analytical or 
computational simulations of release events could be used to identify possible optimum sensor 
placement locations.  

If additional functionality beyond leak detection is desired2, additional consideration should be 
given to sensor location. It is possible that the optimal sensor location for leak detection is not ideal 
for other applications, such as ground movement monitoring or distributed pipeline strain 
monitoring. Therefore, the recommended approach is to identify a priority sequence for the various 
applications (i.e. leak detection, Third Party Interference (TPI), ground movement monitoring, and 
distributed pipeline strain monitoring) and to develop a sensor placement scheme that maximizes 
the overall combined performance of the various sensing applications. If acceptable overall 
performance cannot be met with a single sensor position, it may be necessary to consider deploying 
multiple sensors at different positions.  

Cable Specifications 

Cable specifications pertain to cable-based distributed technologies, such as DTS, Distributed 
Acoustic Sensing (DAS) systems, HSC, and Vapor Sensing Tubes (VST). Cable specifications 

                                                           
 

2 Additional functionality could include TPI or ground disturbance monitoring.  This increased functionality can be 
achieved by some ELD systems without enhancement and by others with additional hardware and/or software. Fiber-
based technologies, such as DTS, DAS, and DAS+, tend to support additional functionality more readily than other 
ground-based technologies.  This is because there are many applications that use optical fiber as a distributed sensor.  
Also, standard direct buried fiber optic cable (usually used for telecom applications) often contains spare fibers that 
are available for different applications.   



 
Technology Performance 

Final Report - Framework for Verifying and Validating the Performance and Viability of Leak Detection Systems for Liquid and Natural Gas Pipelines 
C-FER File No. F174 13 

include parameters such as cable diameter, linear weight, stiffness, and minimum bend radius. 
Similar to sensor location, cable specifications are driven by a combination of vendor 
recommendations and operator installation requirements. Depending on the ELD technology, there 
may not be a great deal of flexibility in cable selection. As a result, operators may not be able to 
influence the cable specifications to the extent that might be desired.  

Use of Conduit 

In general, cable-based ELD technologies are reported to function inside of a conduit structure; 
however, this is technology-dependent and there may be some level of performance degradation 
as a result (Siebenaler 2015). Despite this potential performance degradation, the following 
benefits often justify the use of conduit: 

• Conduit assists construction sequencing by allowing the cable/sensor to be blown or pulled 
through after the pipeline installation crew has departed;  

• Conduit can provide additional mechanical protection to the sensor/cable during construction 
and over the life of the cable; 

• Conduit acts as a service tube, allowing for simplified maintenance of the sensor/cable; and 

• Pipeline segment installation using Horizontal Directional Drilling (HDD) is relatively 
common and conduit can be pulled through the HDD bore along with the pipeline. The 
cable/sensor can then be pulled or blown through the conduit. 

If the use of conduit is deemed necessary for a particular ELD technology deployment, it should 
be identified as a relevant AEP. 

 Intrinsic Application Environment Parameters 

Intrinsic AEPs are neither defined nor controlled by the operator; they are a result of the physical 
environment surrounding the pipeline and the physics associated with pipeline releases. Intrinsic 
AEPs often directly influence the performance of commercially available ELD technologies; 
however, the magnitude of this effect varies between ELD systems. For example, the chemical 
composition of the release fluid tends to have a significant impact on HSC and VST technologies, 
whereas a technology employing an acoustic element, such as DAS, may be more sensitive to the 
release pressure and orifice diameter. While HSC and VST may not be entirely insensitive to 
release pressure and orifice diameter, this example highlights the notion that the application 
environment, and more specifically the intrinsic AEPs that describe it, can affect the performance 
of different ELD technologies differently. 

The following provides descriptions of several intrinsic AEPs that could be useful in describing 
the application environment for a particular pipeline operating location and operational state. The 
parameters discussed reflect only those important to currently available ELD technologies. As new 
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technologies are developed and commercialized, the list of applicable intrinsic AEPs should be 
revisited and expanded accordingly. 

2.3.2.1 Release Hydraulics 

Release hydraulics refers to the parameters that influence outflow, including release pressure and 
pipe opening geometry (i.e. hole size and shape). 

Release Pressure 

Release pressure refers to the internal pipeline pressure at the release point and can impact ELD 
systems as follows:  

 The overall rate of acoustic energy generation (i.e. the leak noise) resulting from flow through 
an opening in the pipe wall, which serves as a discharge orifice, tends to increase with release 
pressure3 (Lighthill 1952, Lighthall 1954, Anastasopoulos et al. 2009). Higher pressure 
releases should, therefore, be more likely to be detected by acoustic-based ELD systems (e.g. 
DAS or DAS+). 

 The magnitude of the temperature differential for both liquid and gas releases tends to increase 
with release pressure. For liquid releases, product temperature increases as it passes through 
the discharge orifice. The magnitude of this temperature increase is believed to be a strong 
function of release pressure. For gas releases, product temperature decreases as it passes 
through the orifice. The magnitude of temperature decrease is also a function of release 
pressure, as characterized by the Joule-Thomson effect (Gans 1993). Higher pressure releases, 
which produce higher temperature differentials, should, therefore, be more likely to be detected 
by temperature-based systems, such as DTS, and airborne thermal sensing systems. 

The range of release pressures for a particular application environment can be estimated by 
considering the pressure profile along the pipeline for the different operating states.   

Orifice Geometry 

Orifice diameter is the effective size of the opening in the pipe wall through which product is 
released to the environment. The effective orifice diameter is primarily used to calculate other 
relevant hydraulic parameters, such as flowrate and acoustic power (i.e. the rate of acoustic energy 
generation caused by leak noise). The flowrate of a release (release rate) is typically expressed as 
a volumetric release rate for liquid pipelines and as standard volumetric release rate for gas 
pipelines ways. Release rate can affect the performance of ELD systems in a number of ways, 
including the following: 

                                                           
 

3 For more information about the physical mechanisms that cause leak noise, see Appendix C.  
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 The acoustic characteristics of a leak are affected by release rate. Release rate does not directly 
correlate with the performance of acoustic-based ELD technologies; however, scaling laws 
suggest that the acoustic power increases with increasing release rate (Lighthill 1952, Lighthall 
1954b, Anastasopoulos et al. 2009). Additionally, flow noise is a strong function of the 
turbulence in the flow. The onset of turbulence is best characterized by the Reynolds number, 
which correlates positively with fluid velocity through the orifice and, hence, flowrate (Pollock 
and Hsu 1982, Anastasopoulos et al. 2009). 

 Releases with relatively large flowrates are generally capable of migrating further radially, 
away from the pipeline, into the surrounding soil, increasing the likelihood of detection for 
technologies requiring direct contact with the release product, such as HSC and DTS4.  
Furthermore, due to the higher flowrate, the release fluid has less time to dissipate heat to the 
surroundings and it tends to disperse thermal energy further away from the pipe wall, providing 
a higher temperature differential at potential off-pipe ELD sensor locations (Siebenaler et 
al. 2011).  

For circular openings, the effective orifice diameter is simply the geometric diameter of the 
opening. For non-circular openings (e.g. through-wall cracks), an effective hydraulic diameter or 
other relevant geometric parameters can be used to characterize the opening (Abdollahian and 
Chexal 1983). Orifice diameter is uncertain and will depend on the pipeline failure mechanism and 
the failure mode. On that basis, it is best characterized by a probability distribution or, at a 
minimum, by a range of possible orifice diameters.  

For a given pressure, the release rate through an opening will depend not only on the size and shape 
of the effective orifice but the orifice thickness (as determined by the surrounding pipe wall 
thickness) as well. More specifically, the release rate is a function of the orifice’s discharge co-
efficient, which is affected by the orifice thickness (Cengel and Cimbala 2006). Where relevant, 
the thickness of the orifice could be assumed to equal the nominal pipeline wall thickness or, 
depending on the failure mechanism, a reduced thickness could be assumed to acknowledge wall 
thinning surrounding the point of failure (e.g. metal loss near the point of a corrosion pin-hole). 

2.3.2.2 Commodity Properties 

Commodity properties are the physical properties of the product being transported. These include 
the commodity phase (gas, liquid, or multiphase), temperature, and chemical composition. 

                                                           
 

4 Depending on the sensitivity of the instrument, DTS and other temperature sensors may not require direct contact 
with the release product since the thermal energy from released product may conduct through the soil surrounding the 
sensor and transmit enough thermal energy to produce a measureable signal. 
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Commodity Phase 

The commodity phase has a significant effect on the performance of nearly all of the currently 
available ELD technologies. These effects are summarized as follows: 

 The spectral character and overall amplitude of acoustic energy associated with a pipeline leak 
are highly dependent on the commodity phase. Because of this, the frequency range that 
acoustic-based technologies must sense to infer leakage is a function of the commodity phase. 

 Changes in commodity temperature as a result of the leakage process is also a function of the 
commodity phase. For example, the Joule-Thomson effect causes cooling for most 
compressible products (gases), whereas a heating effect occurs for incompressible products 
(liquid) (Omnisens 2001). 

In addition to knowing the phase of the commodity within the pipe, it is important to recognize 
that the commodity may also undergo a complete or partial phase change as it is released into the 
surrounding environment. Since ELD technologies tend to interact with the commodity after 
having been released into the environment, it is important to characterize commodity phase both 
as it is travelling through the pipe opening and once it is discharged into the environment. 
Appropriate analytical and numerical simulations can help with this effort. 

Commodity Temperature 

The commodity temperature refers to the bulk temperature of the commodity for a particular 
location or range of locations along the pipeline at a particular time of year. Commodity 
temperature primarily affects temperature sensing technologies, such as DTS and DAS+, or 
thermal imaging systems.  

Commodity Composition 

Commodity composition includes the commodity’s density, viscosity, specific heat capacity, 
adhesion, volatility, surface tension, and the concentrations of certain hydrocarbon and Volatile 
Organic Compound (VOC) species. These properties impact the performance of a majority of the 
currently available ELD technologies to varying degrees. Commodity chemical composition is 
particularly important for technologies sensitive to hydrocarbons, such as VST, HSC, and airborne 
VOC sensing. Commodity properties such as density, viscosity, and specific heat capacity can 
influence acoustic- and thermal-based technologies since they impact fluid migration (by 
impacting the hydraulic conductivity) and heat transfer (Yu et al. 2015, Farouki 1981). Chemical 
speciation analysis, along with soil composition data, can be useful in predicting the performance 
of HSC and VST technologies directly, or serve as numerical model inputs which can provide 
more measured estimates of likely HSC and VST performance.  
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2.3.2.3 Soil Properties 

Soil properties consist of parameters related to the soil immediately surrounding the pipeline. 
These parameters are often interrelated; therefore, they will be discussed in terms of the parameters 
that have the most direct effect on the ELD sensing mechanisms, which are soil composition, 
compaction, moisture content, permeability, porosity, temperature and homogeneity.  

Soil properties often vary along the pipeline length; therefore, it is important to clearly identify the 
areas where candidate ELD technologies are expected to operate and to accurately characterize the 
soil in these locations.  

Soil Composition 

The soil composition will influence other important soil variables, such as hydraulic conductivity, 
thermal conductivity, and specific heat capacity (Yu et al. 2015, Farouki 1981).  It will also affect 
the soil moisture content and water table (Ball 2001). These parameters will affect fluid migration, 
VOC advection and migration, and heat transfer, thus impacting the VOC and thermal leak 
signatures produced for both ground-based and airborne ELD systems (Yu et al. 2015, Scanlon et 
al. 2002, Farouki 1981). Acoustic attenuation is also affected by soil composition (Oger et al. 
2007). Operators should also consider the possible presence of any pre-existing soil contaminants 
that could trigger alarms in hydrocarbon sensing technologies, such as VST and HSC. 

Soil Compaction 

Soil compaction refers to the spacing of soil particles and can impact ELD systems as follows:  

 High levels of compaction reduce the soil porosity and, therefore, reduce the hydraulic 
conductivity, which restricts liquid and vapour migration (Tanaka 2003). As a result, 
technologies which interact with the liquid or vapour phase of a released commodity, such as 
HSC, VST, and certain airborne technologies, are affected by local soil compaction.  

 As released liquid propagates through the soil, it carries and distributes thermal energy. Since 
soil compaction affects liquid migration, it impacts the performance of temperature-based 
liquid-ELD technologies.  

 The thermal conductivity of the soil is also affected by compaction (Lipiec et al. 2007). This 
affects the conductive heat transfer through the soil and, hence, the performance of 
temperature-based ELD systems. Thermal conductivity also influences the steady-state 
temperature gradient that exists between the pipe and the surrounding soil. While this gradient 
will reduce the differential temperature between the soil and the product (particularly closer to 
the pipe), it also affects the rate of heat loss to the soil as the released product permeates towards 
the sensor position (Cengel 2007). 

 Soil-based acoustic transmission is also believed to be a function of soil compaction (Oger et 
al. 2007). Therefore, ground-based acoustic technologies are also sensitive to soil compaction.   
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Soil compaction often varies along the Right-of-way (ROW) and in different areas within the 
trench. It can also change with time, especially as loosely placed backfill soil within the excavation 
trench consolidates over time (Burkov et al. 2014).  

Moisture Content 

Similar to soil composition, moisture content will influence other important soil variables, such as 
hydraulic conductivity, thermal conductivity, and specific heat capacity (Yu et al. 2015, Farouki 
1981). These parameters will affect fluid migration, VOC advection and migration, and heat 
transfer, and, thus, impact the VOC and thermal leak signatures produced for both ground-based 
and airborne ELD systems (Yu et al. 2015, Scanlon et al. 2002, Farouki 1981). 

Permeability 

Soil permeability is a measure of the soil’s capacity to allow fluids to pass through it (USDA 2016). 
Together, the soil’s permeability, the soil’s moisture content, and the density and viscosity of the 
released product determine fluid migration. Permeability, therefore, affects technologies requiring 
contact with the released product, as well as airborne technologies requiring the released product 
to reach the surface (Yu et al. 2015).  

Porosity 

Porosity is defined as the fraction of void space to the total volume of soil in a material 
(Gerrard 2000). It affects the propagation characteristics of seismic waves (Xu 2009, Burridge and 
Keller 1981, Buckingham 1997) and, therefore, affects technologies employing acoustic 
measurement. Porosity also affects the thermal characteristics of soil (Farouki 1981) and the 
propagation characteristics of fluids (Yu et al. 2015), and, therefore, technologies employing 
temperature measurement are impacted. 

Soil Temperature 

The soil temperature, specifically near a deployed ELD sensor, determines the magnitude of 
temperature differential that can be measured to infer leakage. Thermal ELD technologies 
generally rely on a temperature difference between the released product and the soil surrounding 
the ground-based sensor, or at the surface where airborne ELD systems employing thermal 
imaging survey. While the absolute soil temperature can have some effect on performance, it is the 
differential temperature that is most critical for these technologies (Siebenaler et al. 2011). For a 
liquid pipeline, the fluid is typically at a slightly higher temperature than the surrounding soil due 
to the heat introduced to the fluid at pumping stations and frictional heating from the flow. This 
difference will generate a near steady-state temperature distribution in the surrounding soil that 
could affect the performance of these systems (Siebenaler et al. 2011). 
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While soil temperature largely impacts temperature sensing systems, such as DTS, DAS+, and 
certain airborne technologies, as described above, it can also impact hydrocarbon sensing systems, 
such as HSC, VST, and other airborne technologies, as follows: 

 By altering the product viscosity and, hence, its soil propagation characteristics (Scanlon et al. 
2002); and 

 By changing the rate of vaporization and, hence, the vapour migration characteristics (Cengel 
2007).  

Soil temperature varies along the ROW and also with the time of year. Detailed seasonal soil 
thermal profiles of the pipeline can help to predict the performance of a wide range of ELD 
technologies, especially those that are temperature based. The soil thermal profiles can also serve 
as numerical model inputs to help identify representative temperature differentials and pipe-soil 
thermal gradients. 

Soil Homogeneity 

Soil homogeneity refers to the degree of uniformity of the soil’s properties, including composition, 
compaction, moisture content, hydraulic conductivity, and temperature. It affects the majority of 
currently available ELD technologies to varying degrees. Because it refers to the degree of 
uniformity in the soil properties previously discussed, homogeneity affects fluid and vapour 
migration, as well as acoustic dissipation and dispersion. As such, technologies employing 
temperature and/or acoustic measurement, or those that require contact with liquid or vapour 
phases of the commodity, are affected by soil homogeneity. Given that homogeneous soils are 
rarely present in nature and typically vary from point to point horizontally (but especially 
vertically), soil property variations due to lack of homogeneity should be taken into account. That 
said, it is noted that it is difficult to quantify homogeneity, or the lack thereof, and consequently 
difficult to account for its effect on ELD system performance (Elkateb et al. 2003). 

2.3.2.4 Right-of-way Conditions 

ROW conditions are defined herein as the environmental and meteorological parameters along the 
pipeline ROW, such as wind, precipitation, air temperature, surface composition, and elevation 
profile. These parameters are best characterized by considering historical meteorological sources 
and conducting appropriate geographic ROW surveys. 

Wind 

Wind can be quantified in terms of direction and speed. It primarily affects airborne ELD 
technologies as follows: 

1. High wind speeds can greatly influence the behaviour and dispersion (i.e. reducing the 
concentration) of the vapour plume above the ground. These plume characteristics also depend 



 
Technology Performance 

Final Report - Framework for Verifying and Validating the Performance and Viability of Leak Detection Systems for Liquid and Natural Gas Pipelines 
C-FER File No. F174 20 

on the chemical species present (i.e. heavier-than-air vapour species will remain closer to the 
ground).  

2. For airborne sensors that must pass directly through the plume, the wind direction and how it 
varies with elevation is also important. If the sensor is positioned upwind, rather than 
downwind of the plume, the detection probability significantly decreases. Therefore, 
knowledge of the wind direction can help facilitate detection of the plume. 

3. For the safe operation of smaller aircraft (typically used for pipeline ROW inspections), certain 
weather conditions are not suitable for flight. High wind speeds may inhibit airborne pipeline 
surveys. 

To a lesser extent, wind can also affect other leak signatures sensed by airborne ELD systems. For 
example, high wind speeds increase convective heat transfer and, thus, lower temperature 
differentials produced at the ground surface from sub-surface leaks (Cengel 2007). 

Precipitation 

Precipitation refers to rain, snow, sleet, or hail that falls to the Earth’s surface from the atmosphere. 
It primarily affects airborne ELD technologies as follows: 

1. For sensors that rely on the reflective signal from the ground, changes to the surface 
reflectivity/emissivity can impact sensor performance. For instance, wet versus dry ground or 
snow covered versus bare ground will produce different reflectivities (Dobos 2003). 

2. For sensors that rely on unique Electromagnetic Radiation (EMR) absorption/excitation 
frequencies, some of the VOC species of interest have spectrums that overlap with water, thus 
lowering the detection probability for these methods. 

3. Heavy precipitation may negatively impact the pilot’s vision at low flying altitudes, which are 
typically encountered during pipeline ROW inspections, requiring either a different altitude or 
a delay in surveying. 

Air Temperature 

Air temperature refers to the temperature directly above the surface of the ground. It primarily 
affects the performance of airborne sensors that rely on thermal imaging to identify anomalies. To 
a lesser extent, air temperature will also affect how the released fluid volatizes and forms a vapor 
plume at the ROW surface. 

Seasonal variation in air temperature can also affect ground-based temperature sensing 
technologies by altering the thermal gradient that exists between the pipe and the soil surrounding 
the ELD sensor. 
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Right-of-way Surface Composition 

ROW surface composition refers to the surface soil type and vegetation (i.e. grasses, shrubs or 
trees) along the pipeline ROW. It primarily affects airborne ELD technologies as follows: 

1. For sensors that rely on the reflective signal from the ground, changes to the surface 
reflectivity/emissivity can impact sensor performance. An ROW covered in soil would have a 
different reflectivity than one covered in grass (Dobos 2003). 

2. For sensors relying on visual detection methods (e.g. high definition recording equipment and 
thermal cameras) and ground disturbance, a clear line of sight to the pipeline ROW ground 
surface is ideal when surveying for anomalies.  

Background Noise 

Background noise can take many forms and can affect ELD performance as follows:  

 Nearby machinery or roadways that cross the ROW, and pipeline product flow related vibration 
could create acoustic background noise. For acoustic and strain sensing technologies, it is 
important to assess if the ELD system is capable of differentiating these extraneous background 
noises from the acoustic noise associated with actual release events.  

 Hydrocarbons produced by naturally occurring phenomena, such as decaying vegetation, 
livestock (i.e. methane), reservoir seeps, or other natural hydrocarbon sources, could create 
background noise (in terms of baseline or fluctuating hydrocarbon concentrations) that 
influences the performance of hydrocarbon sensing ELD systems. 

 Natural heat sources or sinks, such as hot springs or waterways, could create thermal 
background noise that could affect technologies that rely on temperature as a sensing 
mechanism. 

In-situ data, such as pipeline flow and other environmental noise, can be collected to help 
characterize and predict background noise levels.  

2.3.2.5 Pipeline Geometry 

Pipeline geometry parameters include the pipe dimensions (diameter and wall thickness), burial 
depth, trench dimensions, and grades that may exist along the ROW, as well as the presence of 
trench breakers, or other pipes or structures that may exist near the pipeline. 

Pipe Outer Diameter and Wall Thickness 

The pipe Outer Diameter (OD) and wall thickness primarily affect ELD technologies as follows: 
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 Pipe OD influences the released fluid migration path, thus affecting ELD systems that require 
product contact or thermal gradients. Pipe wall thickness might also factor into the local heating 
effect that occurs at the release point, thus influencing the thermal signatures produced for both 
ground-based and airborne ELD systems. The pipe wall thickness might also affect the 
steady-state pipe-to-soil thermal gradient.  

 The size and mass of the pipeline, as controlled by OD and wall thickness, can impact acoustic 
leak signature attenuation; essentially acting as a transmission barrier to sensors that are on the 
opposite side of the pipe from the leak source. The mass of the pipeline product will also be a 
function of the pipe diameter and wall thickness. This mass will affect how the acoustic energy 
generated from the leak is distributed between the pipe wall, surrounding soil, released fluid, 
and fluid still being transported through the pipeline (Kleiner 2011). Another important factor 
in the generation of leak noise resulting from orifice flow in a pipe is the ability of broadband 
vibrational energy to incite natural pipe resonances, which are a function of the pipe’s OD and 
wall thickness (Kirkpatrick and March 1994). 

Trench Characteristics 

Depending on the technology being deployed, pipeline construction procedures, and backfill soil 
type, the trench geometry can influence certain ELD technologies as follows:  

 If the backfill is substantially different from the native soil, the excavation trench boundary 
could influence the migration of the leaked fluid and, consequently, the performance of 
technologies requiring contact with the leaked fluid. For example, if the backfill is considerably 
more permeable than the native material, the trench boundary could act as a fluid migration 
barrier. ROW grades, trench breakers, and any other structures or boundaries in the vicinity of 
the pipeline could also impact the flow path of the released fluid.  

 The pipe burial depth could have a significant impact on airborne ELD systems, which rely on 
changing surface conditions to infer a leak.  

Release Orientation 

Release orientation refers to the circumferential location (or clock position) of the point of release 
from the pipeline. The effect of release orientation on ground-based ELD performance largely 
depends on the sensor location relative to the release point. Sensor positions are prescribed ahead 
of time; however, release orientation will be a function of the pipe damage or deterioration 
mechanisms that lead to failure, which will not generally be known in advance. Release orientation 
should ideally be characterized by a probability distribution that reflects likely orientations for 
applicable failure mechanisms; however, in the absence of such information, release orientation 
should be treated as random (i.e. equally likely to occur from any circumferential position).  
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 Parameter Selection, Characterization and Consolidation 

 Selection Considerations 

The AEPs discussed above constitute an extensive parameter list. It is suggested that not all 
parameters need be considered when defining the application environment for a particular group 
of candidate ELD systems. This subsection outlines the recommended approach for selecting the 
subset of AEPs which will adequately serve to characterize the application environment. 

The recommended approach is to estimate how the various AEPs individually affect the 
performance of candidate ELD technologies. This can be achieved by decomposing the catalogue 
of commercially available ELD technologies into their individual sensing mechanisms and then 
considering how each are affected by the AEPs. 

2.4.1.1 Sensing Mechanisms 

Sensing mechanisms refer to measureable physical phenomena produced from a pipeline release 
that can be leveraged in some capacity by ELD technologies to make inferences about pipeline 
releases. An understanding of sensing mechanisms is required in order to select appropriate and 
representative environmental parameters. 

The following sensing mechanisms are employed in some form by one or more mature ELD 
technologies. The listed sensing mechanisms represent those that are currently employed by 
commercially available ELD systems and, similar to the AEPs, should be expanded as new 
technologies are developed and commercialized.  

Temperature Sensing 

Some ELD technologies are able to infer leakage by measuring localized temperature changes in 
the ground on or near the pipeline, or above the pipeline at the ground surface. 

Ground-based temperature sensing technologies are able to infer releases by measuring local 
temperature changes resulting from either direct contact with released product or conductive 
heating of the soil surrounding the sensor. Unlike liquid pipeline leaks, which usually produce a 
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localized temperature increase, gas pipeline leaks usually produce a localized cooling effect due 
to the Joule-Thomson expansion5.  

Estimating the leak-induced temperature change at a deployed ELD sensor location is challenging 
for a number of reasons. Firstly, the escaping fluid undergoes heat transfer as it migrates through 
the soil to the ELD sensor (usually a gradual cooling for liquid leaks and heating for gas leaks). 
The rate of heat transfer is a function of the fluid propagation rate, which in turn is a function of 
several other parameters, such as release rate and soil hydraulic conductivity (Yu et al. 2015). 
Secondly, the rate of heat transfer is also affected by the thermal gradient within the soil, which is 
a function of several other parameters, such as the surface temperature, local pipeline temperature, 
and local soil properties. Thirdly, determining the expected temperature differential due to leakage 
also requires an estimate of the initial temperature of the deployed sensor. Determining these 
values is not a trivial exercise and often requires a combination of advanced numerical simulations 
and field data. 

Airborne temperature sensing technologies aim to identify the presence of thermal anomalies along 
a pipeline at ground surface. As the commodity leaks from a pipeline, it produces a temperature 
differential relative to the surrounding soil. Under the right conditions, it is possible for this 
heating/cooling effect to propagate to the surface and produce a detectable temperature differential.  

Acoustic Sensing 

Some ground-based sensing technologies are able to infer both liquid and gas leaks by measuring 
leak noise. As acoustic energy from leak noise radiates through the soil, it is subject to non-linear 
attenuation, the rate of which is dependent on local soil properties (Oger et al. 2007). Furthermore, 
in the case of liquid leaks, the released product progressively saturates the soil, which gradually 
changes the transmission properties over time, thus adding to the complexity of the geo-acoustic 
environment (Oger et al. 2007). ELD technologies employing acoustic sensing should have the 
ability to distinguish leak noise from other sources of background noise, such as flow-related noise, 
pump and valve noise, and other sources of ambient acoustic disturbances. The ability to 
distinguish between these various acoustic energy sources relates to the system’s reliability 
(specifically, the number of false alarms produced for a given sensitivity threshold).  

Current technologies employing acoustic sensing include buried cable-based distributed sensors, 
as well as discrete direct buried point sensors. The majority of cable-based acoustic systems 
measure acoustic energy by analysing the backscattered light from laser pulses launched down 

                                                           
 

5 The Joule-Thomson effect is a phenomenon describing the temperature change of a gas as it expands through a 
restriction, such as an orifice. When basic commodity properties and the pipeline pressure profile are known, Joule-
Thomson expansion relationships can be used to approximate the magnitude of this temperature change for a particular 
leak scenario (Gans 1993). This only estimates the temperature effect at the orifice; additional analysis is required to 
properly estimate the temperature differential at the sensor location. 
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optical fibers (DAS or DAS+ technologies). Point sensors are comparable to geophones or 
hydrophones operating on either electrical or optical architectures. 

Hydrocarbon Liquid Sensing 

Some ground-based sensing technologies identify liquid leaks by reacting to the presence of 
hydrocarbon liquids. Conventional technologies require direct contact with the leaked fluid and 
are sensitive to both light-end liquid hydrocarbons and heavier crude oil, but are not sensitive to 
hydrocarbon vapors. Predicting the volume and concentration of hydrocarbon liquids that could 
come into contact with a deployed cable is challenging since it requires an understanding of the 
fluid migration process. As discussed with temperature sensing applications, fluid propagation is 
dependent on the local soil and commodity properties. 

Current technologies employing hydrocarbon liquid sensing include buried cable-based distributed 
sensors, as well as discrete direct buried point sensors. The physical principles used by current 
cable-based technologies range from electrical resistance to time domain reflectometry based 
systems. 

Hydrocarbon Vapor Sensing 

Some ground-based ELD technologies identify liquid and gas leaks by measuring the 
concentration of hydrocarbon vapors in the soil along a pipeline. Conventional technologies are 
sensitive to vapors from light-end liquid hydrocarbons and heavier crude oil. Depending on the 
commodity being transported, VOC systems can be configured to be sensitive to different species 
of VOCs. 

Some airborne sensing technologies are able to detect the presence of hydrocarbon vapors in the 
atmosphere. The vapors resulting from off-gassing of a sub-surface liquid hydrocarbon release 
migrate upwards through the soil due to diffusion and advection. These vapors migrate at different 
rates depending on the commodity characteristics and soil properties, therefore affecting the 
concentrations present at the surface (Scanlon et al. 2002).  

Since most airborne VOC sensing technologies specialize in natural gas pipeline leak detection, 
they are tuned for the detection of methane vapors. However, for liquid hydrocarbon releases, 
recent studies show that pentane is likely the dominant species present. The detection capabilities 
of these airborne sensing technologies are directly related to the gas plume’s size and 
concentration.  

2.4.1.2 Impact Assessment 

Once the relevant sensing mechanisms are understood, the next step is to approximate the level of 
impact that a particular AEP has on each of the applicable sensing mechanisms. Table 2.1 lists the 
various environmental parameters discussed in this document and the estimated impact level on 
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the applicable sensing mechanisms. The impact levels qualitatively shown in Table 2.1 were 
derived using judgement based on the authors’ understanding of the underlying physical 
relationships between sensing mechanisms and the various intrinsic AEPs, and published 
information describing technology vendors’ ELD systems. These qualitative values are intended 
to be used as a reference, or a starting point, and can be modified to reflect individual pipeline 
operators’ experience and available research pertaining to ELD systems.  
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Table 2.1  AEP Impact on Sensing Mechanisms 
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Release Pressure major major minor minor minor minor

Orifice Diameter major major major major major major

Orifice Geometry minor major none none minor none

Commodity Phase (gas/liquid) major major major major major major

Commodity Temperature major none none minor major minor

Commodity Composition1 minor none major major minor major

Soil Composition major major major major major major

Soil Compaction major major major major major major

Moisture Content major major major major major major

Permeability Major major major major major major

Porosity major major major major major major

Soil Temperature Major Minor Minor Major Minor

Soil Homogeneity Major Minor Major Major major minor

Wind Data none none none none major major

Precipitation/Snow Cover none none none none major major

Air Temperature major none none none major major

ROW Vegetation none none none none major major

Background Noise2 minor major minor minor minor minor

Pipe OD minor minor none none minor none

Pipe Wall Thickness minor minor none none minor none

Trench Characteristics3 major minor major major major major

Measurement Distance minor minor minor minor minor minor

Sensor Placement (in-ground/on-pipe) major major major major n/a n/a

Cable Specifications & Conduit (in-ground/on-pipe) major minor major major n/a n/a

Survey Altitude & Speed (airborne) n/a n/a n/a n/a major major

Aircraft Type & Mounting Mechanisms (airborne) n/a n/a n/a n/a minor minor

Release Orientation major minor major minor major minor
1. Includes: physical parameters such as density, viscosity, thermal conductivity, coefficient of volumetric expansion, specific heat, and molecular weight.
2. Includes acoustic, thermal and chemical sources of background noise that could contaminate measurements of other release parameters.
3. Includes trench geometry, cover depth, bedding, & pipe placement relative to trench boundaries.
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Consideration should initially be given to all commercially available ELD technologies. This 
ensures that the appropriate information is distributed to the candidate technology vendors during 
the technology screening process and that no potentially viable technologies are overlooked. 
However, depending on the specific details of the pipeline under consideration and on potential 
ELD sensor deployment limitations (identified in Section 2.3.1.1), some sensing mechanisms may 
not be applicable. For example, because pipelines transporting natural gas do not contain 
hydrocarbons in liquid form, one can conclude that the “hydrocarbon liquid” sensing mechanism 
does not apply and should not be considered in the AEP selection process. Similarly, airway 
restrictions along the ROW might prevent the deployment of UAV mounted technologies and, 
therefore, sensing mechanisms associated with airborne technologies should not be considered in 
the AEP selection process. In summary, the suggested approach is to adapt Table 2.1 to consider 
only applicable sensing mechanisms. Note that the preference is to consider all sensing 
mechanisms unless an explicit operator requirement limits the evaluation to only certain types of 
ELD systems. 

Once Table 2.1 is filtered to include only the sensing mechanisms that are relevant to the pipeline 
under consideration, it is recommended that each AEP be assessed in terms of both its perceived 
overall level of impact on applicable sensing mechanisms and the practicality associated with 
obtaining quantitative information about each parameter (i.e. characterization potential). One 
suggestion for determining the overall level of impact of the various AEPs is to first assign a 
numerical value to the individual impact levels (i.e. “no impact” = 0, “minor impact” = 1, “major 
impact” = 2), then to compute a weighted average of the individual numerical impact levels for 
each of the AEPs, assuming equal weighing across the various sensing mechanisms6. It follows 
that AEPs with overall impact scores in the upper half of the range should be considered high 
impact and those in the lower half should be considered low impact. Characterization potential, in 
combination with overall impact level, can be used to define a priority or importance level (see, 
for example, Table 2.2), indicating which AEPs are most useful and relevant given the 
technologies being considered and the information likely to be available (refer to Section 2.4.2 for 
potential sources of information for characterizing AEPs). The intention here is that important 
AEPs (e.g. falling in categories associated with priority level one in Table 2.2) should be carried 
forward and used to describe the various application environments. Table 2.3 is an example of a 
completed AEP prioritization matrix. 

                                                           
 

6 Different weighting across the sensing mechanisms would imply that the operator might have a preference for one 
technology over another. The purpose of this evaluation framework is to identify and select technologies objectively 
based on performance data, as well as other factors. Therefore, at this stage in the evaluation process, it is assumed 
that any pre-conceived technology preference has not yet been objectively proven or demonstrated and, therefore, 
there should be no particular preference given to any of the applicable sensing mechanisms.   
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Table 2.2  AEP Prioritization Matrix 

   

Table 2.3  Example of AEPs Prioritized Using Proposed Approach 

 Parameter Characterization 

Once the important AEPs are identified, they should be characterized to the extent possible for 
each of the defined application environments. It may be appropriate to describe some AEPs in 
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terms of single deterministic values (e.g. soil composition or pipeline diameter), some as a range 
defined by deterministic end point values, perhaps with some time dependency (e.g. internal 
pipeline pressure or commodity temperature), and some as uncertain values represented by a 
probability distribution (e.g. orifice diameter, sensor/pipe radial offset)7. The suggested approach 
is to first determine how a particular AEP is best defined, then to characterize it by considering 
relevant information sources or by taking appropriate field measurements. The following are 
possible sources of information for quantifying the important AEPs. 

Data from Incident Reporting Databases or Other Datasets 

An investigation into pipeline incident reporting databases can provide insight regarding the 
characterization of relevant AEPs, such as orifice shape, orifice diameter and release pressure. It 
can also provide limited insight regarding the expected circumferential release orientation (clock 
position). Other datasets, such as historical in-line inspection data or historical incident data for a 
specific line, can also provide useful information regarding anticipated orifice sizes shapes and 
release orientations. Such databases and/or datasets might be particularly useful if ELD is to be 
deployed on a legacy line for which there is an abundance of highly pertinent incident and 
inspection data.    

Numerical and Analytical Simulations 

If possible, numerical and analytical simulations can provide useful information regarding specific 
AEPs. Thermal distribution and leak propagation modeling share several similarities. For this 
reason they are discussed together in Appendix C. Conversely, modeling considerations associated 
with the emission and propagation of acoustic energy caused by pipeline releases draws from 
different physical concepts; therefore, it is discussed separately in Appendix D. Together, the 
modeling considerations outlined in Appendices C and D can be used to characterize several AEPs 
relating to the majority of currently available ELD technologies. In addition, operators are 
encouraged to consider any additional modeling that may help to further quantify AEPs that may 
not be covered by the methods and models outlined in the specified appendices.  

 Consolidation of Performance Requirements 

Together, the derived performance requirements and the important, or high priority, AEPs will be 
the foundation for the remainder of the technology evaluation exercise. The performance claims 
of candidate vendors will be directly compared against the listed performance requirements and 
the AEPs will help to assess the relevance of their performance claims. The performance 
requirements and AEPs will also be useful for designing representative laboratory tests and 

                                                           
 

7 A probability distribution might be used to simply inform the selection of an appropriate range for a particular AEP. 
For example, if a probability distribution is available for a particular AEP, then the range of values characterizing that 
AEP could be defined as all values that are within two standard deviations of its mean. Alternatively, a probability 
distribution could potentially be used in more complex statistically natured simulations, if appropriate. 
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numerical/analytical simulations. The overall process for defining appropriate application 
environments and, subsequently, assigning meaningful performance requirements and 
representative AEPs is summarized as follows:     

 Identify relevant pipeline locations and operating states for which the ELD is required. 
Different pipeline locations and different operating states should be associated with differing 
ELD requirements, different application environments, or both.  

 Build a list representing all possible combinations of the pipeline operating locations and 
operating states that were defined in Section 2.2; these constitute the set of application 
environments. 

 For each application environment, identify one (or more) appropriate KPI and corresponding 
performance target, as outlined in Sections 2.2.2 and 2.2.3. It is suggested that individual 
performance targets be grouped into larger categories, referred to as performance metrics. For 
example, the sensitivity performance metric might refer to two targets (one in terms of percent 
total pipeline flowrate and the other in terms of release volume). 

 For each application environment, define the operating environment in terms of the AEPs that 
were selected and characterized in Sections 2.4 and 2.4.2, respectively. For simplicity, it is 
suggested that the same set of AEPs be used to describe the various application environments. 
However, depending on the circumstances, it may be more appropriate to describe the 
application environments for certain pipeline operating locations and operating states with 
different AEPs. This may be the case if different technologies are to be used for different 
pipeline operating locations since the sensing mechanisms and, therefore, the high impact 
AEPs (refer to impact levels in Table 2.1) may differ between pipeline locations. 

The derived performance requirements will form the basis for the technology screening 
requirements outlined in Section 3, as well as the technology characterization exercise outlined in 
Section 4. 

 Illustrative Example 

Below is an example scenario to illustrate application of the proposed procedure.  

Suppose, for the purpose of evaluating suitability of ELD technologies, a particular pipeline has 
been shown to have the operating location classification shown in Table 2.4 and the operating state 
classification shown in Table 2.5.  
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Pipeline 
Operating 

Area 
Description 

1 Standard Line Segment 

2 HCA (river crossing) 

Table 2.4  Example of Pipeline Operating Area Classification for the Purpose of Defining ELD 
Performance Requirements 

 

Pipeline 
Operating State Description 

Normal Normal steady state 
operating conditions 

Shut-in 

Characterized by 
very low to no net 

flow of product 
through the zone 

under consideration 

Table 2.5  Example of Pipeline Operating State Classification for the Purpose of Defining ELD 
Performance Requirements 

Following the process outlined above, the list of combinations of pipeline locations and operating 
states is generated. Each combination of pipeline location and operating state is considered an 
application environment (Labeled A through D) and is assigned a set of performance requirements. 
The important AEPs describing each of the defined application environments that were identified 
and characterized in accordance with Sections 2.4 and 2.4.2, respectively, are summarized in 
Table 2.6. The list of performance requirements, derived in accordance with Section 2.2.3, are 
summarized in Table 2.7, and the resulting list of application environments is summarized in 
Table 2.8. 
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Application 
Environment  

Important AEPs 

Release 
Pressure  

Orifice 
Diameter 

Average Soil 
Temperature 

Average 
Commodity 
Temperature  

Soil 
Composition 

1 
3447-5171 kPa 
(500-750 psi) 

1.27-3.81 mm 
(0.05-0.15 in) 

6-10 °C 
(43-50 °F) 

10-20 °C 
(50-68 °F) 

Sandy Loam 
(dry)  

2 
345-1379 kPa 
(50-200 psi) 

1.27-3.81 mm 
(0.05-0.15 in) 

6-10 °C 
(43-50 °F) 

10-20 °C 
(50-68 °F) 

Sandy Loam 
(dry) 

3 
3447-5171 kPa 
(500-750 psi) 

1.27-3.81 mm 
(0.05-0.15 in) 

4-10 °C 
(39-50 °F) 

10-15 °C 
(50-59 °F) 

Sandy Loam 
(saturated) 

4 
345-1379 kPa 
(50-200 psi) 

1.27-3.81 mm 
(0.05-0.15 in) 

4-10 °C 
(39-50 °F) 

10-15 °C 
(50-59 °F) 

Sandy Loam 
(saturated) 

Table 2.6  Example Application Environment Classification for the Purpose of Defining ELD 
Performance Requirements 

Performance 
Requirement Sensitivity Reliability Accuracy Robustness 

1 <0.1% of total flow <2 false 
alarms/year 

localization resolution  
<10 m (33 ft) none 

2 

<1000 L (264 gal) 
release volume 

(intended for shut-
in/transient conditions  
therefore “% of total 

flow” requirements don’t 
apply) 

 

<2 false 
alarms/year 

localization resolution  
<10 m (33 ft) none 

3 <0.05% of total flow <10 false 
alarms/year 

localization resolution  
<5 m (16 ft) none 

4 

<500 L (132 gal) 
released volume 

(intended for shut-
in/transient conditions  
therefore “% of total 

flow” requirements don’t 
apply) 

<10 false 
alarms/year 

localization resolution  
<5 m (16 ft) none 

Table 2.7  Example Performance Requirement Definition for the Purpose of Defining ELD 
Performance Requirements 
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Application 
Environment 

Operating 
Area 

Operating 
State 

Performance 
Requirement 

Application 
Environment 

A 1 Normal 1 1 

B 1 Shut-in 2 2 

C 2 Normal 3 3 

D 2 Shut-in 4 4 

Table 2.8  Example ELD Application Environments Summary 
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3. TECHNOLOGY SCREENING 

 Overview 

This section provides guidance to assist operators in identifying technologies that could potentially 
meet the performance requirements defined in Section 1.2. The proposed process outlines steps to 
collect and organize information relating to the technology vendors and their ELD systems as it 
relates to the pipeline under consideration, and to use this information to screen the technologies 
and arrive at a shortlist of vendors for further consideration.  

To obtain an initial list of vendors (candidate technologies) for consideration, a market survey 
should be conducted as outlined in Section 3.2. Following the market survey, a vendor 
questionnaire, aimed at gathering pertinent information about the candidate technologies, should 
be generated and distributed. Considerations for generating questionnaires, and for interpreting 
and consolidating questionnaire responses are outlined in Section 3.3. Finally, a process for scoring 
the technologies based on the responses obtained from the questionnaires, to ultimately arrive at a 
shortlist of vendors for further consideration, is outlined in Section 3.4. 

 Market Survey 

The purpose of the market survey is to identify viable technologies for consideration. The 
performance requirements defined in Section 2.2 are central to the market survey process. 
Candidate vendors will be identified based on their perceived ability to meet the defined 
performance requirements. Consideration should be given to the following sources of information 
as a basis for identifying candidate technologies: 

• web-based searches; 

• literature reviews; 

• conferences/tradeshows; 

• workshops; 

• external publications;  

• media announcements; and 

• discussions with technology vendor representatives. 

It is improbable that the information collected from these sources of information will be sufficient 
to confirm that a particular vendor is able to meet all the identified performance requirements. 
However, the primary outcome of the market survey is to identify technologies that might succeed 
in meeting a majority of the performance requirements. On that basis, the information obtained 
from the market survey can serve as a means of pre-screening technologies and eliminating those 
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that are clearly incapable of meeting the majority of the requirements. Once a list of potentially 
viable technologies is identified, the operator should develop and distribute a questionnaire to the 
associated vendors.  

 Vendor Questionnaire 

The purpose of the vendor questionnaire is to facilitate the collection of targeted information 
regarding the candidate vendors, their services and the performance of their systems as they relate 
to the specific performance requirements established previously.  

To ensure that meaningful and substantive information is obtained from vendors in response to the 
questionnaires, confidentiality and intellectual property related barriers to information sharing 
should be addressed. In this regard, it is recommended that a Non-disclosure Agreement (NDA) 
be established between parties. 

 Suggested Vendor Questionnaire Structure 

To obtain the desired information, a vendor questionnaire consisting of the following elements is 
suggested: 

1) Project Overview 

2) System Performance 

3) Budget Cost Estimate 

4) Business Overview 

Each of the four main questionnaire elements are discussed below. (A sample vendor questionnaire 
incorporating these elements is provided in Appendix E.). 

Project Overview 

The Project Overview section provides candidate vendors with a high-level overview of the 
project. Unlike the other questionnaire sections, which are focused on acquiring information from 
candidate vendors, this section is aimed at providing the vendors with the necessary context and 
background required to respond appropriately to the questions that follow.  

This section may contain any, or all, of the following: 

• an introduction to and overview of the company requesting the information (pipeline operator); 

• a high-level overview of the pipeline system for which their technology is being considered; 
and 
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• an intended project timeline and schedule. 

System Performance 

The purpose of the System Performance section is to gather information related to the performance 
of candidate ELD systems. The performance of an ELD technology should be conveyed in the 
form of discrete performance claims that are reasonably supported by relevant data. The intention 
is to later interpret the reported performance claims in a way that allows for their evaluation against 
specific performance targets. On that basis, the system performance section of the questionnaire 
should contain a detailed summary of the performance requirements that were identified in 
Section 2.2, and the questionnaire should state that the vendor’s reported performance claims 
should be made specific to the listed performance requirements to the extent possible.  

Data to support each of the reported claims should be requested. This data will later be consolidated 
and potential information gaps will be identified in Section 4. Potential sources of supporting data 
might include: 

• data from field tests or pilot projects; 

• data from comprehensive full scale laboratory tests; 

• data from bench scale tests; and 

• data from analytical and numerical modeling. 

If possible, details describing the application environment (expressed in terms of important AEPs) 
of a particular data source should be reported. This information will be useful for sorting and 
interpreting the performance claims, as outlined in Section 4.2; as well as for identifying 
information gaps in the supporting data, as outlined in Section 4.3.  

Budget Cost Estimate 

The Budget Cost Estimate section is intended to help the operator directionally estimate installation 
and operational costs associated with individual vendor technology offerings. Note that the 
guidance provided here outlines a preliminary cost estimation procedure for screening and 
comparing vendors only. It is not intended to elicit accurate cost predictions for use in financial 
forecasting or for detailed cost benefit analysis. If a high degree of variability between the defined 
application environments exists (i.e. vastly different soil environments or different installation 
constraints), it might be beneficial to consider requesting budget estimates specific to each 
application environment. In estimating the costs associated with implementing ELD technologies, 
consideration might be given to the following elements: 

• capital costs (e.g. sensor costs, interrogator costs and costs associated with supplemental 
materials, such as conduit); 
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• infrastructure costs (e.g. costs associated with providing the ELD system with access to power 
and communication); 

• installation costs; and 

• operation and maintenance costs. 

A sample cost breakdown covering the suggested considerations is provided in Table 3.1. 

Sensor “A” 
5-year Cost Breakdown 

Cost per Frequency Quantity Total Cost Comments 

Installation Costs 

Man-hours $40 per hour 3,600 $144,000 
5 employees 
12 hours/day 

60 days 

Training $1,250.00 per course 5 $6,250 5 employees 

Materials $15,000 per month 2 $30,000  

Downtime $10,000 per day 60 $600,000  

Capital Costs 

Sensor cost $675,000 per sensor 1 $675,000 One sensor, 5 
years 

Peripheral equipment cost $125,000 per sensor 1 $125,000  

Infrastructure Cost 

Communication network $12,500 per sensor 1 $12,500  

Satellite support $17,000 per sensor 1 $17,000  

Operation and Maintenance Cost 

Regular operation $547,500 per year 5 $2,737,500 $1,500/day, 5 
years 

Maintenance $6,750 every 6 
months 10 $67,500 Bi-annual 

servicing 

Upgrading $25,000 every year 5 $125,000 Yearly software 
upgrade 

TOTAL COST OF SENSOR “A” FOR 5-YEAR PERIOD: CAD$4,539,750 

Table 3.1  Sample Rough Budget Estimate 

Business Overview 

The Business Overview section is intended to gather operational and financial information about 
the firm to ensure they have the necessary commercial- and business-related proficiencies to 
support the project requirements. This section may contain questions relating to any, or all, of the 
following details: 
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• current operations; 

• financial history; and 

• customer references. 

To minimize the effort associated with interpretation the vendor responses, the desired format of 
the responses should be clearly stated. For example, a question relating to a technology’s current 
operations might request targeted information in the form of the “total length of monitored assets”. 
This ensures that the responses from multiple vendors can later be easily compared to one another. 

 Consolidation and Interpretation of Questionnaire Responses 

It is important to consolidate and organize the responses to the vendor questionnaire so that they 
can later be effectively utilized in the technology comparison exercise outlined in Section 3.4.   

Unlike other questionnaire responses, the “System Performance” questionnaire responses 
(i.e. performance claims) will later be compared to specific performance targets. They will also 
inform the determination of the need for future testing and/or modeling work. On that basis, the 
consolidation and interpretation process should be heavily focused on the performance claims, 
with a lesser emphasis on “Budget Cost Estimate” and “Business Overview” questionnaire 
responses.  

3.3.2.1 System Performance Responses 

Before the reported performance claims can be considered for further evaluation (i.e. in the 
technology comparison exercise outlined in Section 3.4), they should be assigned to the 
performance requirements defined previously (refer to Section 2 for guidelines on identifying 
appropriate performance requirements). For proper association with one or more performance 
requirements, it may be necessary to interpret some or all of the performance claims. The following 
considerations can provide guidance regarding vendor performance claim interpretation.  

• The units used to describe a particular claim should allow for direct comparison with one or 
more of the defined performance targets. If the units describing a particular claim are consistent 
with those of one or more performance targets, then the performance claim can be directly 
compared to the associated performance target(s) without modification or re-interpretation. 

• If the units describing a particular claim do not allow for direct comparison with any of the 
defined performance targets, it may be possible to convert the units. For example, suppose a 
particular claim is expressed in terms of false alarms per month and a performance target 
specifies a certain number of false alarms per year. The units associated with this performance 
claim can easily be converted (by multiplying by 12) without consulting the technology vendor. 
If the units describing a particular claim can be interpreted or converted such that they become 
consistent with those of one or more performance targets, then one should convert the units 
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and subsequently assign the performance claim under consideration to the appropriate 
performance target(s). 

• If it isn’t possible to convert the units, it is sometimes possible to combine several performance 
claims such that, together, they can be directly compared to a particular performance target. 
For example, suppose a vendor provides two sensitivity claims as follows: minimum detectable 
release rate of 25 LPM (7 GPM); and minimum detection time of 15 minutes. If the 
performance target (in this case, a sensitivity related one) specifies that ELD systems must 
detect leaks before a maximum volume of 5000 L (1321 gal) is released into the environment, 
it follows that neither of these performance claims can be directly compared to the target. 
Furthermore, it isn’t possible to convert the units of either claim to align with those of the 
target. However, if the claims are combined through multiplication, then together they can be 
directly compared to the defined performance target (e.g. 25 LPM [7 GPM] x 15 minutes = 
375 L [99 gal])8. If a performance claim can be combined with others such that direct 
comparison to one or more performance targets is possible, then one should combine claims 
appropriately and subsequently assign the newly combined performance claims to the 
appropriate performance target(s). When combining multiple claims, it is important to ensure 
that the individual claims are compatible. One way to verify claim compatibility is to compare 
their AEPs. For example, if the reported minimum detectable release rate is valid for systems 
installed in a particular soil environment (e.g. dry sandy loam) and the minimum detection time 
claim is valid for a different soil environment (e.g. saturated silt), then these two claims are not 
compatible and should not be combined.       

• If it isn’t obvious whether the units of a particular performance claim can be converted or 
combined without risk of misinterpreting the claim, then one should seek clarification from the 
vendor regarding how best to interpret a claim in the context of the defined performance targets.   

• Finally, a single performance claim can satisfy multiple performance targets; however, 
assigning multiple claims to a single performance target should be avoided since this can lead 
to conflicting information and uncertainty. If multiple performance claims can be associated 
with a single performance target, it might be necessary to compare the AEPs of such 
performance claims with those of the applicable application environments to determine which 
application environment is most appropriate for each performance claim. However, if these 
same performance claims do not have any defined AEPs, or if it isn’t obvious how the AEPs 

                                                           
 

8 A potential difficulty with estimating minimum detectable release volume relates to the fact that response time and 
detectable release rate are correlated; a system’s response time is usually a function of the releases rate (i.e. larger 
release rates tend to be associated with shorter response times). This exact relationship may or may not be known by 
the vendor, and varies between ELD technologies. As a result, estimating the minimum detectable release volume is 
not always as straightforward as simply multiplying a system’s fixed minimum detectable release rate by its fixed 
minimum response time. It requires knowledge of the relationship between response time and release rate. 
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relate to those of the application environments9, then one should seek clarification with the 
vendor to inform proper association of such performance claims. 

The methodology described above is shown schematically in Figure 3.1. If the flowchart path leads 
to a red oval, the performance claim being evaluated should not be considered in the technology 
comparison exercise. Conversely, if the flowchart path leads to the green oval, then the 
performance claim being evaluated should be considered.  

                                                           
 

9 The vendor should describe the application environment within which a particular performance claim is valid. 
Alternatively, they may express the performance claim as a function of a particular AEP, such as sensor-pipe offset or 
soil temperature. 
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Figure 3.1  Performance Claim Interpretation Methodology 

If a vendor is not able to produce a sufficient number of performance claims that meet the criteria 
outlined above, they should be removed from the candidate technology vendor list.  
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3.3.2.2 Budget Cost Estimate Responses 

Vendor responses to the “Budget Cost Estimate” section should be screened to ensure that the cost 
estimates are applicable to the pipeline under consideration. For example, suppose the installation 
cost estimates provided by a particular vendor assume a standard direct buried deployment. If the 
pipeline under consideration has a large number of river crossings requiring HDD deployment of 
the ELD sensors, the cost estimates provided may not be applicable and should be revisited by the 
vendor, or the budget costs should not be considered in the technology comparison exercise. 
Consideration should also be given to the fraction of vendors that successfully provide budget cost 
information. If there exists a large proportion of vendors that do not provide budget cost 
information, the operator may choose not to consider such questionnaire responses for any vendors. 
Alternatively, if only a small proportion of vendors are unable to provide budget cost information, 
or if budget cost information is deemed to be highly important for comparing technology vendors, 
then it may be appropriate to simply issue a score of zero for technologies that fail to provide such 
information (see Section 3.4.1 for information regarding the questionnaire response and 
performance claim scoring process).  

3.3.2.3 Business Overview Responses 

Vendor responses to the “Business Overview” section should be screened to ensure that the 
information provided is relevant to the pipeline under consideration. For example, suppose a 
particular vendor responds to a “current operations” related question by reporting the total length 
of assets along which their ELD system is installed, but the majority of the assets are not associated 
with onshore transmission pipelines. This particular response is not relevant and should not be 
considered in the technology evaluation exercise. 

 Technology Comparison  

The goal of this section is to compare technologies using a consistent and objective process. The 
proposed process involves the development of numerical scores for each of the candidate 
technologies. The proposed scores are developed by comparing the information obtained from the 
vendor questionnaire to the application environments and other project requirements. These scores 
will inform the identification of preferred technology offerings, herein referred to as the shortlisted 
technologies.  

An overall technology score for each technology offering can be derived by developing an 
evaluation matrix. The evaluation matrix is a tool that allows for the systematic evaluation of 
specific performance requirements by comparing the vendors’ responses to the questionnaire 
against well-defined criteria.  
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 Scoring Criteria 

It is suggested that at least one score criterion should be assigned to each of the primary 
questionnaire sections10. The suggested process for defining the score criteria is summarized as 
follows: 

1. Determine what scoring criteria are appropriate for evaluating the questionnaire responses and 
performance claims against the defined performance requirements. 

2. Determine an appropriate range of values for scoring the applicable questionnaire responses or 
performance claims. This is referred to as the evaluation range.  

3. Divide the evaluation range into discrete sub-ranges or categories, each of which should then 
be assigned an integer value. The adopted integer range is referred to as the rating scale.  

4. Assign a relative weighting factor to the criteria under consideration. 

This procedure should be repeated for each of the identified score criteria. The process for defining 
score criteria, determining the evaluation range, determining the rating scale and assigning 
weightings to the individual score criteria for each of the vendor questionnaire sections is discussed 
in the following sections. 

3.4.1.1 Defining Score Criteria 

System Performance 

The previously defined performance criteria (KPIs) should form the basis of the system 
performance score criteria. To this end, separate score criteria should be defined for each of the 
KPIs within the various application environments.  

Budget Cost 

Defining score criteria for information associated with the “Budget Cost Estimates” section of the 
questionnaire might involve assigning separate score criteria to each of the cost sub-elements 
(e.g. installation costs, capital costs, infrastructure costs, and operation and maintenance costs). 
Alternatively, it might be more appropriate to simply lump them together into a single combined 
total cost score criteria.  

                                                           
 

10 Score criteria should only be developed for the questionnaire sections that request information from the vendors. 
Since the purpose of the “Project Overview” section is only to provide the vendors with background information, it 
will not be assigned any score criteria.   
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Business Overview 

Defining score criteria for information associated with the “Business Overview” section of the 
questionnaire might involve assigning separate score criteria to each of the business sub-elements 
(e.g. current operations, financial history and customer references).  

3.4.1.2 Determining the Evaluation Range  

System Performance 

In determining an appropriate evaluation range for “System Performance” related score criteria 
(i.e. performance claims), it is recommended that the first step be to identify whether minimum or 
maximum bounds exist, above or below which values are believed to have no physical significance 
in the context of ELD systems. For example, a sensitivity performance target expressed as a 
minimum detectable release rate has an absolute minimum bound of zero. If only one physical 
bound exists, as is often the case, then the evaluation range can be defined by considering the 
distance separating the absolute bound and the performance target, then symmetrically extending 
the range by that amount beyond the performance target (e.g. minimum detectable release rate = 
0.1%; minimum physical bound = 0%; therefore, evaluation range = 0% to 0.2%). Alternatively, 
the operator may simply choose to define the evaluation range based on the highest and lowest 
values among the reported vendor performance claims. An example of a system performance score 
criterion, with an evaluation range developed using the first approach described above, is shown 
in Table 3.2, which employs five evaluation range categories mapped to a five point rating scale 
ranging from zero to four.  

Score Criterion 2 Evaluation Range Rating 

Minimum detectable leak rate of less than 
1000 L (264 gal) (applies to application 

environment B)  
(Importance weighting = 18%) 

>2000 L 
(>528 gal) 

0 

≥1500 L and <2000 L 
(≥396 gal and <528 gal) 

1 

≥1000 and <1500 
(≥264 gal and <396 gal) 

2 

≥500 and <1000 
(≥132 gal and <396 gal) 

3 

≤ 500 
(≤ 132 gal) 

4 

Table 3.2  Example of a System Performance Score Criterion 
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Budget Cost 

In defining evaluation ranges for “Budget Cost” related score criteria, an operator may choose to 
define the evaluation range based on the highest and lowest values among the reported vendor 
responses. Alternatively, an operator may have previously defined budgets related to ELD 
implementation, which might be a more appropriate basis for defining the evaluation range. If 
operation and maintenance costs, or any other cost with a time dependency, are considered, 
consideration should also be given to prescribing a finite time period for the associated evaluation 
range. An example of a single overall cost score criteria is shown in Table 3.3, which employs five 
evaluation range categories mapped to a five point rating scale ranging from zero to four. 

Score Criterion 13 Evaluation Range (in 
Thousands of USD) Rating 

Rough estimate of cost over a 5 year period 
(applies to all application environments)  

(Importance weighting = 5%) 

>30,000 0 

≥21,300 and <30,000 1 

≥12,700  and <21,300 2 

≥4000 and <12,700 3 

< 4000 4 

Table 3.3  Example of a Budget Cost Score Criterion 

Business Overview 

In defining evaluation ranges for “Business Overview” related score criteria, an appropriate 
method might be to define the evaluation range based on the highest and lowest values among the 
reported vendor responses. An example of a business sub-element score criterion is shown in 
Table 3.4, which again employs five evaluation range categories mapped to a five point rating 
scale ranging from zero to four. 
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Score Criterion 14 Evaluation Range Rating 

Total length of monitored assets (km) 
(applies to all application environments)  

 (Importance weighting = 5%) 

<1600 km 
(<994 mi) 

0 

≥1600 km and <3200 km 
(≥994 mi and <1988 mi) 

1 

≥3200 km and <4800 km 
(≥1988 mi and <2983 mi) 

2 

≥4800 km and <6400 km 
(≥2983 mi and <3977 mi) 

3 

<6400 km 
(<3977 mi) 

4 

Table 3.4  Example of a Business Sub-element Score Criterion 

3.4.1.3 Determining the Rating Scale  

The following discussion, relating to determining the rating scale, applies to all questionnaire 
sections.  

For the purpose of technology comparison, the use of a rating scale consisting of sequentially 
ranked integers is recommended. In determining an appropriate rating scale, it is important to select 
a wide enough range such that an adequate level of granularity is achieved when rating the 
responses and claims, but not to the degree that would render the rating process cumbersome or 
counterintuitive. The most important consideration for developing and applying a rating scale is 
that the same scale should be used consistently across all scoring criteria. The chosen rating scale 
must therefore be appropriate for all of the developed scoring criteria. Once an appropriate 
evaluation range has been defined it should be divided into discrete sub-ranges and mapped onto 
the rating scale. Sub-ranges corresponding to less desirable performance are assigned a minimum 
score on the rating scale.  

3.4.1.4 Assigning a Weighting Factor 

The following discussion, relating to assigning weighting factors, applies to all questionnaire 
sections.  

A percentage weighting representing the relative importance of each score criterion should be 
defined. This will be employed as a multiplier for each of the rated responses and performance 
claims. The sum of the score criteria importance weightings for all the criterion should add up to 
100%. The weightings are intended to reflect the operators’ priorities and expectations regarding 
ELD systems and their performance. For example, for a pipeline deployed in a large number of 
high consequence areas, it might be deemed more important to meet sensitivity-related 
requirements rather than reliability-related requirements. Therefore, in this instance, score criteria 



 
Technology Screening 

Final Report - Framework for Verifying and Validating the Performance and Viability of Leak Detection Systems for Liquid and Natural Gas Pipelines 
C-FER File No. F174 48 

related to sensitivity might receive a higher importance weighting than the score criteria related to 
reliability.   

 Evaluation Matrix  

The evaluation matrix is populated by first assigning a rating to each questionnaire response and 
performance claim. The rating is determined by comparing the questionnaire responses and 
performance claims to the appropriate score criteria. The rating value is then multiplied by the 
score criteria importance weighting. The resulting values are then summed to obtain an overall 
score for each vendor. The overall scores developed for each vendor form the basis for identifying 
the set of vendors that warrant further consideration11. In generating the vendor shortlist, the 
operator might wish to consider only a fixed number of vendors (e.g. top three scoring vendors 
will form the shortlist). It may also be appropriate to define a score threshold where vendors with 
overall scores exceeding the threshold (regardless of the number of vendors) are added to the 
shortlist (e.g. vendors scoring above 2.0 will form the shortlist) threshold. Finally, a combination 
of these concepts is also possible (e.g. at most, the top three scoring vendors scoring above 2.0 will 
form the shortlist).  

If the operator’s goal is to develop a shortlist of technologies that are appropriate for all of the 
defined operating locations, then a single evaluation matrix can be used. Alternatively, if the 
operator is willing to consider having different ELD systems for different operating locations, it 
may be more appropriate to use a separate evaluation matrix for each operating location.  

 Illustrative Example  

To illustrate the process described above, consider the example outlined in Section 2.5. Suppose a 
particular vendor (Vendor A) reports the following five performance claims in response to the 
performance requirements summarized in Table 2.8: 

Claim 1:  100 LPM (26 GPM) minimum detectable release rate; 

Claim 2:  1 minute minimum detection time; 

Claim 3:  0 false alarms/year in dry soil environments;  

Claim 4:  3 false alarms/year in saturated soil environments; and 

Claim 5:  10 m (33 ft) leak localization resolution. 

                                                           
 

11 The number of technologies selected for further consideration is at the discretion of the operator; however, the operator should 
ensure that the requirements of the different operating environments can all be met using either a single technology for the entire 
pipeline or a combination of different technologies for different sections of the pipeline. 
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Ideally, each of the five vendor claims above will be associated with at least one of the performance 
requirements summarized in Table 2.8. As discussed, it is possible for a vendor claim to apply to 
multiple performance targets and, therefore, to multiple performance requirements. It is also 
possible that a particular vendor claim cannot be associated with any performance requirements. 

Upon inspecting the example performance claims listed above, one can conclude that three of the 
five claims are described in units that allow for direct comparison with one or more of the identified 
performance requirements (e.g. 2 false alarms/year in dry soil environments, 10 false alarms/year 
in saturated soil environments, and 10 m [33 ft] leak localization resolution). These claims can be 
associated with the appropriate performance requirements. Claims 3 and 4, however, can both be 
directly compared to the same performance requirements. One should therefore compare any AEPs 
associated with these claims (i.e. Claims 3 and 4) to AEPs of the applicable application 
environments. In doing so, it is apparent that Claim 3 is more appropriate for Scenarios A and B 
since it refers to a dry soil environment, whereas Claim 4 is more appropriate for Scenarios C and 
D since it refers to a saturated soil environment. 

Claims 1 and 2 are not expressed in units that allow for direct comparison with any of the identified 
performance targets. However, taking the pipeline’s average flowrate of roughly 1.2 MBPD into 
account, one can interpret Claim 1 to be 0.1% of line throughput (1,200,000 BPD x 0.001 x 0.08281 
LPM/BPD = ~100 LPM [26 GPM]). Furthermore, Claims 1 and 2 can be combined by 
multiplication such that the resulting product can be directly compared to the remaining 
performance requirements (100 LPM [26 GPM] x 1 minute = 100 L [26 gal). 

Table 3.5 outlines the outcome of the performance claim interpretation exercise for the example 
scenario presented above. In this particular example, all of the performance requirements have 
been properly interpreted and associated with at least one performance requirement. On that basis, 
none of the vendor performance claims were eliminated and they can all be retained for further 
investigation. 
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Vendor A Interpreted 
Performance Claim Applicable Performance Requirement(s) 

Performance Claim 
Interpretation 

Comments 

Claim 1: 0.1% total 
flow 

Minimum detectable leak rate of less than 0.1% of flow 
(applies to application environment A) Units can be converted to 

allow for direct comparison 
with at least one 

performance target 
Minimum detectable leak rate of less than 0.05 % of flow 

(applies to application environment C)  

Claims 1 & 2: 100 L 
(26 gal) released 

volume 

Minimum detectable release volume  of less than 1000 L (264 gal) 
(applies to application environment B)  

Claims 1 & 2 can be 
combined to allow for 

direct comparison with at 
least one performance 

target 

Minimum detectable release volume  of less than 500L (132 gal) 
(applies to application environment D)  

Claim 3: 0 false 
alarms/year 

A maximum of 2 false alarms per year 
(applies to application environments A & B)   

Units allow for direct 
comparison with at least 
one performance target 

Claim 4: 3 false 
alarms/year 

A maximum of 10 false alarms per year  
(applies to application environments C & D) 

Units allow for direct 
comparison with at least 
one performance target 

Claim 5: localization 
resolution 10 m (33 ft) 

A leak localization accuracy that is less than 10 m (33 ft) 
(applies to application environments A & B)  Units allow for direct 

comparison with at least 
one performance target A leak localization accuracy that is less than 5 m (16 ft) 

(applies to application environments C & D) 

Table 3.5  Example Vendor Performance Claim Interpretation Summary 

The interpreted questionnaire responses and performance claims for four candidate vendors (A, B, 
C and D) are summarized in Table 3.6. The various score criteria (labeled 1 through 14) are also 
listed in Table 3.6, along with the applicable application environments and weighting factors. Each 
of the questionnaire responses and performance claims are compared to the chosen score criteria 
ratings12. The obtained ratings are then multiplied by the score criteria importance weightings and 
tabulated in the vendor score columns in Table 3.7. Finally, the overall score for each vendor is 
calculated by summing the individual scores in each vendor column.   

                                                           
 

12 For the purpose of demonstrating the process of populating the demonstration matrix, only select examples of rating 
scales are shown. These score criteria are marked with an asterisk and their rating scales are shown in Tables 3.3 to 
3.5. 
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Score 
Criteria Description 

Performance Claims and Questionnaire 
Responses by Vendor 

Vendor 
A 

Vendor 
B 

Vendor 
C 

Vendor 
D 

Questionnaire Responses Relating to System Performance (i.e. Performance Claims) 

1 
Minimum detectable leak rate of less than 0.1% of flow 

(applies to application environment A) 

Importance weighting = 10% 
0.1% 0.01% 0.5% 0.5% 

2* 
Minimum detectable release volume  of less than 1000 L 

(264 gal) 
(applies to application environment B)  

(Importance weighting = 10%) 

100 L 
(26 gal) 

1000 L 
(264 gal) 

5 L 
(1 gal) 

5000 L 
(1321 gal) 

3 
Minimum detectable leak rate of less than 0.05 % of flow 

(applies to application environment C)  
(Importance weighting = 18%) 

0.1% 0.01% 0.5% 0.5% 

4 
Minimum detectable release volume  of less than 500L 

(132 gal) 
(applies to application environment D)  

(Importance weighting = 18%) 

100 L 
(26 gal) 

1000 L 
(264 gal) 

5 L 
(1 gal) 

5000 L 
(1321 gal) 

5 
A maximum of 2 false alarms per year 
(applies to application environment A)   

(Importance weighting = 7%) 
0 5 3 2 

6 
A maximum of 2 false alarms per year  
(applies to application environment B)  

(Importance weighting = 7%) 
0 5 3 2 

7 
A maximum of 10 false alarms per year 
(applies to application environment C)   

(Importance weighting = 4%) 
3 5 3 2 

8 
A maximum of 10 false alarms per year  
(applies to application environment D)  

(Importance weighting = 4%) 
3 5 3 2 

9 
A leak localization accuracy that is less than 10 m (33 ft) 

(applies to application environment A)  
(Importance weighting = 3%) 

10 m  
(33 ft) 

2 m 
(7 ft) 

10 m 
(33 ft) 

25 m 
(82 ft) 

10 
A leak localization accuracy that is less than 10 m (33 ft) 

(applies to application environment B)  
(Importance weighting = 3%) 

10 m  
(33 ft) 

2 m 
(7 ft) 

10 m 
(33 ft) 

25 m 
(82 ft) 

11 
A leak localization accuracy that is less than 5 m (16 ft) 

(applies to application environment C)  
(Importance weighting = 3%) 

10 m  
(33 ft) 

2 m 
(7 ft) 

10 m 
(33 ft) 

25 m 
(82 ft) 

12 
A leak localization accuracy that is less than 5 m (16 ft) 

(applies to application environment D)  
(Importance weighting = 3%) 

10 m  
(33 ft) 

2 m 
(7 ft) 

10 m 
(33 ft) 

25 m 
(82 ft) 

Questionnaire Responses Relating to “Budget Cost Estimate” and “Business Overview” 

13* 
Rough estimate of cost over a 5 year period (in 

thousands of USD) 
(applies to all application environments)  

(Importance weighting = 5%) 

30,000  15,000   4000  5000  

14* 
Total length of monitored assets 

(applies to all application environments)  
(Importance weighting = 5%) 

3000 km 
(1864 mi) 

0  km 
(0 mi) 

6000 km 
(3240 mi) 

6000 km 
(3240 mi) 

Table 3.6  Interpreted Questionnaire Responses and Performance Claims 
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Score 
Criteria Description 

Vendor Score  
(Rating x Importance Weighting) 

Vendor 
A 

Vendor 
B 

Vendor 
C 

Vendor 
D 

1 
Minimum detectable leak rate of less than 0.1% of flow 

(applies to application environment A) 

Importance weighting = 10% 
0.20 0.40 0.00 0.00 

2* 
Minimum detectable release volume  of less than 1000 L 

(264 gal) 
(applies to application environment B)  

(Importance weighting = 10%) 
0.40 0.20 0.40 0.00 

3 
Minimum detectable leak rate of less than 0.05 % of flow 

(applies to application environment C)  
(Importance weighting = 18%) 

0.18 0.72 0.00 0.00 

4 
Minimum detectable release volume  of less than 500L 

(132 gal) 
(applies to application environment D)  

(Importance weighting = 18%) 
0.72 0.18 0.72 0.00 

5 
A maximum of 2 false alarms per year 
(applies to application environment A)   

(Importance weighting = 7%) 
0.28 0.00 0.07 0.14 

6 
A maximum of 2 false alarms per year  
(applies to application environment B)  

(Importance weighting = 7%) 
0.28 0.21 0.28 0.28 

7 
A maximum of 10 false alarms per year 
(applies to application environment C)   

(Importance weighting = 4%) 
0.16 0.00 0.04 0.08 

8 
A maximum of 10 false alarms per year  
(applies to application environment D)  

(Importance weighting = 4%) 
0.16 0.12 0.16 0.16 

9 
A leak localization accuracy that is less than 10 m (33 ft) 

(applies to application environment A)  
(Importance weighting = 3%) 

0.06 0.12 0.06 0.00 

10 
A leak localization accuracy that is less than 10 m (33 ft) 

(applies to application environment B)  
(Importance weighting = 3%) 

0.06 0.12 0.06 0.00 

11 
A leak localization accuracy that is less than 5 m (16 ft) 

(applies to application environment C)  
(Importance weighting = 3%) 

0.06 0.12 0.06 0.00 

12 
A leak localization accuracy that is less than 5 m (16 ft) 

(applies to application environment D)  
(Importance weighting = 3%) 

0.06 0.12 0.06 0.00 

13* 
Rough estimate of cost over a 5 year period 

(applies to application environment D)  
(Importance weighting = 5%) 

0.05 0.15 0.15 0.15 

14* 
Total length of monitored assets  

(applies to application environment D)  
(Importance weighting = 5%) 

0.05 0.10 0.15 0.15 

Total Score 2.72 2.56 2.21 0.96 

Table 3.7  Sample of a Populated Evaluation Matrix
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4. TECHNOLOGY CHARACTERIZATION 

 Overview 

This section provides guidance to assist pipeline operators with identifying, organizing, and 
qualifying the data supporting the relevant vendor performance claims for the shortlisted vendors. 
It also outlines considerations for identifying and addressing information gaps related to the 
supporting data. The guidance in this area is provided in the form of a suggested process. It 
addresses the capacity of data sources to support specific performance claims by assigning 
confidence and relevance scores to the various data sources, which reflect both the type of data 
and the application environment of the applicable performance requirement. Through this process, 
information gaps are identified and direction is then provided for addressing them.  

 Performance Data Characterization 

This section contains guidance for evaluating a particular data source’s capacity to support specific 
performance claims as they relate to the performance requirements defined previously. 

Vendor performance claims are often supported by data from analytical or numerical modeling, 
bench-scale testing, large-scale testing, pilot projects, or previous installations on existing 
pipelines. In evaluating technology performance claims, consideration should be given to both the 
confidence level that can be associated with the performance claim, which depends on the nature 
of the supporting data, and the relevance of the performance claim, which depends on the intended 
application. To address these considerations, the following process, which builds upon the 
interpreted performance claims derived in Section 3.3.2, is suggested. 

1. Categorize the supporting data sources according to the conditions under which the data was 
collected or generated (e.g. data source No. 1 is a field installation, data source No. 2 is a 
laboratory test, data source No. 3 is analytical or numerical modeling, or no supporting data).  

2. Assign a numerical score representing the perceived level of confidence that can be associated 
with a particular data source with higher scores being assigned to more reliable sources of 
performance data. For example, a vendor claim supported by field performance data might 
receive a higher score than a vendor claim supported by a numerical simulation of anticipated 
performance.  

3. Assess the relevance of each of the identified data sources by comparing them to the 
appropriate application environments. This can be accomplished by identifying similarities 
between the supporting data sources and the associated AEPs (refer to Section 2.4 for 
guidelines on selecting and characterizing representative AEPs).  

4. For each vendor claim that has been assigned to a performance requirement, assign a numerical 
score representing the degree of relevance of the data in support of that claim, with higher 
scores being assigned to more relevant sources of performance data. 
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5. Compute an information quality score, defined as the product of the confidence and relevance 
scores. This score is to be interpreted as a measure of the given data source’s capacity to support 
a specific performance claim and it will be used to identify information gaps.  

Confidence Score Considerations 

In deriving confidence scores, consideration should be given to the reliability level that can be 
associated with the claim based on the source of the data used to establish the claim. Table 4.1 
represents a suggested way to assign confidence scores based on the assumption that data reliability 
progressively increases in moving from modeling to testing to field deployment. 

Description Confidence Score 

Data from field tests or pilot projects 4 

Data from comprehensive full scale laboratory tests 3 

Data from bench scale tests 2 

Data from analytical and numerical modeling 1 

No supporting data 0 

Table 4.1  Sample Basis for Assigning Confidence Scores to Data Sources in Support of Vendor 
Performance Claims 

Relevance Score Considerations 

In deriving relevance scores, it might be necessary to revisit the list of AEPs identified in 
Section 2.4 and to identify those that are unique to each of the ELD systems under consideration. 
This can be accomplished by considering the impact levels listed in Table 2.1 or other similar 
impact levels derived from alternate sources. Once the applicable AEPs are identified, they should 
be compared against the various data sources. Table 4.2 represents a suggested way to assign 
relevance scores based on the fraction of AEPs that are consistent with each of the supporting data 
sources13. However, it is noted that some AEPs are likely more important than others in the context 
of the sensing mechanism(s) employed by the vendor under consideration. On that basis, another 
approach might be to assign a relative importance weighting to the AEPs before calculating the 
fraction of AEPs in common.  

                                                           
 

13 Consistent AEPs refer to the AEPs that are similar between the data source in question and the applicable application 
environments. In contrast, inconsistent AEPs refer to the AEPs that are different between the data source in question 
and the applicable application environments. 
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Description Relevance 
Score 

The supporting data source is consistent with 81 to 100% of the applicable AEPs 4 

The supporting data source is consistent with 61 to 80% of the applicable AEPs 3 

The supporting data source is consistent with 41 to 60% of the applicable AEPs 2 

The supporting data source is consistent with 21 to 40% of the applicable AEPs 1 

The supporting data source is consistent with 0 to 20% of the applicable AEPs 0 

Table 4.2  Sample Basis for Assigning Relevance Scores to Data Sources in Support of Vendor 
Performance Claims 

 Information Gaps  

In general, performance claims with data quality scores that exceed an operator defined threshold 
can likely be accepted, whereas those with scores that fall below the threshold should perhaps not 
be relied upon unless the supporting data is supplemented or validated. In addition, the quality 
scores can serve as a measure of the magnitude of the information gap with lower data quality 
scores being associated with larger information gaps, which will require greater effort to address.  

Table 4.3 provides a suggested approach for classifying information gaps based on the proposed 
data quality scoring system. 

Description Data Quality 
Score Range 

Minor information gaps 9 to 16 

Moderate information gaps 5 to 8 

Major information gaps 0 to 4 

Table 4.3  Proposed Basis for Classifying Information Gaps Based on Data Quality Scores 

The suggested interpretation of the data falling into each of the data quality categories defined in 
Table 4.4, and the recommended action with respect to data falling in each category, is as follows: 

• Minor Information Gaps: The supporting data contains minimal information gaps or no gaps, 
and the performance claim is sufficiently supported to justify taking the information at face 
value. 

• Moderate Information Gaps: The supporting data contains significant information gaps and 
caution should be exercised before relying on the performance claim. Depending on the 
relevance and confidence scores, this category of information gap could potentially be 
addressed by either supplementing or validating existing data.  



 
Technology Characterization 

Final Report - Framework for Verifying and Validating the Performance and Viability of Leak Detection Systems for Liquid and Natural Gas Pipelines 
C-FER File No. F174 56 

• Major Information Gaps: The supporting data contains very significant information gaps and 
the performance claim should not be relied upon. This category of information gap is best 
addressed by generating new data or replacing irrelevant data. Acquiring such data could be 
accomplished by conducting comprehensive large scale laboratory tests, as well as appropriate 
analytical and/or numerical modeling. The large scale tests, if employed, can also be used to 
validate and verify the developed numerical models.  

In general, priority should be given to addressing information gaps associated with relatively high 
score criterion importance weightings (see Section 3.4.1.4 for a discussion regarding the selection 
of score criterion importance weightings) since these have a larger influence on the overall 
technology score. However, additional considerations might involve devising a single test or 
simulation that is able to address multiple information gaps.  

Additional information on supplementing and validating performance claim data is provided in 
Appendices C and D.  

In Appendix C, guidelines are developed for the selection and implementation of a numerical 
modeling platform that is capable of simulating the fluid, gas and thermal propagation 
characteristics associated with pipeline releases. Appendix A also documents the numerical 
simulation of bench- and field-scale pipeline leakage events. The bench-scale test served to 
demonstrate how to empirically validate numerical simulations, whereas the field-scale simulation 
demonstrates how to apply the developed guidance to set up and run a numerical model that is 
capable of helping pipeline operators screen potential external leak detection vendors.  

Appendix D provides operators with contextual information which can help them conduct analyses 
(either analytical, numerical or experimental in nature) focused on predicting the performance of 
acoustic-based ELD technologies as a function of key source, propagation and receiver parameters. 
In this context, source parameters relate to the generation of acoustic emissions caused by pipeline 
releases, propagation parameters relate to transmission of the generated acoustic energy through 
some medium, in this case soil, and receiver parameters relate to the ELD sensors themselves, as 
well as their capacity to measure acoustic emissions. Appendix D serves to highlight the 
complexity of characterizing acoustic emissions from buried pipeline leaks and is intended to 
provide operators with a better understanding of the physical parameters capable of impacting the 
performance of acoustic-based ELD technologies, as well as the methods that could be used to 
solve problems of this nature. 

 Illustrative Example 

Suppose the Vendor A from the example outlined in Section 3.5 supports the four reported 
performance claims with three distinct data sources as follows: 

• 0. 1% total flow supported by data source 1 (bench-scale test);  

• 100 L (26 gal) release volume supported by data source 1 (bench-scale test);  

• 0 false alarms/year supported by data source 2 (field installation); and 
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• 10 m (33 ft) leak localization resolution supported by data source 3 (numerical modeling). 

Following the procedure outlined in Section 3.4.1, the reported claims are assigned to appropriate 
performance requirements (see Table 3.6). Confidence and relevance scores are then assigned for 
each of the performance requirements and an overall score (i.e. the quality score) is computed by 
taking the product of the two scores (see Table 4.3). 

Performance Requirement 

Vendor A 

Performance 
Claim  

Confidence 
Score 

Relevance 
Score 

Information 
Quality 
Score 

Minimum detectable leak rate of less than 0.1% of flow  
(applies to application environment A) 

Importance weighting = 10% 
0.1% 2 4 8 

Minimum detectable release volume  of less than 1000 L (264 gal) 
(applies to application environment B)  

(Importance weighting = 10%) 

100 L  
(26 gal) 

2 4 8 

Minimum detectable leak rate of less than 0.05 % of flow 
(applies to application environment C)  

(Importance weighting = 18%) 
0.1 %  2 3 6 

Minimum detectable release volume  of less than 500L (132 gal) 
(applies to application environment D)  

(Importance weighting = 18%) 

100 L  
(26 gal) 

2 3 6 

A maximum of 2 false alarms per year 
(applies to application environment A)   

(Importance weighting = 7%) 
0 4 1 4 

A maximum of 2 false alarms per year  
(applies to application environment B)  

(Importance weighting = 7%) 
0 4 1 4 

A maximum of 10 false alarms per year 
(applies to application environment C)   

(Importance weighting = 4%) 
0 4 1 4 

A maximum of 10 false alarms per year  
(applies to application environment D)  

(Importance weighting = 4%) 
0 4 1 4 

A leak localization accuracy that is less than 10 m (33 ft) 
(applies to application environment A)  

(Importance weighting = 3%) 

10 m  
(33 ft) 

1 4 4 

A leak localization accuracy that is less than 10 m (33 ft) 
(applies to application environment B)  

(Importance weighting = 3%) 

10 m  
(33 ft) 

1 4 4 

A leak localization accuracy that is less than 5 m (16 ft) 
(applies to application environment C)  

(Importance weighting = 3%) 

10 m  
(33 ft) 

1 4 4 

A leak localization accuracy that is less than 5 m (16 ft) 
(applies to application environment D)  

(Importance weighting = 3%) 

10 m  
(33 ft) 

1 4 4 

Table 4.4  Example of Data Characterization Summary Table 

The information quality scores developed and illustrated above form the basis for identifying 
information gaps. They also serve as input to the final technology evaluation and selection process 
discussed in Section 5. 
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5. TECHNOLOGY EVALUATION AND SELECTION 

 Overview  

This section provides guidance to assist operators in the final selection of a technology or 
technologies for deployment on a pilot project, or for installation on an existing or proposed 
pipeline. The final technology selection process involves performing a technology comparison 
similar to the one outlined in Section 3, with the updated information gathered in accordance with 
the process described in Section 4, coupled with explicit consideration given to the quality of the 
information supporting each performance claim.  

 Updated Performance Claims and Information Quality Scores 

If the information gaps identified in Section 4 are addressed through testing or modeling, it follows 
that the existing performance claims and associated information quality scores should be revised 
to reflect the results obtained from the supplementary work performed. Results from the testing 
and modeling work could also lead to new performance claims14. The updated, new and existing 
performance claims will collectively be referred to as the updated performance claims and 
collectively they should be incorporated into the suggested final technology selection process.  

As discussed, the original performance claims should be re-evaluated using information obtained 
through testing and/or modeling. On that basis, the original performance claims should either be 
confirmed or rejected, or if the data is found to be inconclusive or unavailable, then the claim 
should be neither confirmed nor rejected. In the event that the performance claim is confirmed 
(i.e. the original performance claim was deemed to be valid), then the confidence and relevance 
scores should simply be updated to reflect the new supporting data source. In the event that the 
performance claim is rejected, then either the testing/modeling data could be used to update the 
claim, in which case the new claim should be used and the associated confidence and relevance 
scores should be updated to reflect the new supporting data source, or the testing/modeling data is 
not sufficient and cannot be used to update the rejected claim. Here, it might still be possible to 
modify the original claim based on the limited data available; however, the lack of relevant data 
should be reflected in the resulting confidence and relevance scores. Finally, if the available test 
data is found to be inconclusive, making it impossible to confidently confirm or reject the claim, 
then either a) the performance claim as well as the associated confidence and relevance scores 
should remain unchanged, or b) the testing/modeling data could be used to support an alternative 
claim. If the testing/modeling data can be shown to support an alternative claim, then the claim, as 

                                                           
 

14 These are perhaps more appropriately called performance results since they don’t actually correspond to any new 
vendor claims; however, for convenience and to maintain consistent terminology, these will simply be referred to as 
new performance claims. 
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well as the associated confidence and relevance scores, should be updated to reflect the new 
supporting data source. The process outlined above is described schematically in Figure 5.1. 

 

Figure 5.1  Performance Claim Re-evaluation Process 

It should be noted that the AEP impact levels derived in Section 2.4.1.2 (i.e. the level of impact 
that a particular AEP has on each of the ELD sensing mechanisms) might change in light of new 
information revealed through testing and/or modeling. Therefore, the original AEPs used to define 
a particular application environment may no longer be appropriate and it may be necessary to 
revisit them. This is an important consideration because relevance scores are derived based on 
applicable AEPs and whether or not they are consistent with the data supporting the various 
performance claims. 

 Modified Score Criteria  

The suggested process for arriving at a final technology selection involves revisiting, and possibly 
redefining, the data quality scoring criteria based on the type of data that formed the basis for the 
updated performance claims, as well as other findings from the testing and modeling work. The 
following considerations may inform such changes: 

• Redefining and adding score criteria: 
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• The pipeline location classification developed in Section 1.1 may be modified to allow for 
a more focused evaluation of technologies that may have been found to excel in a particular 
application environment (saturated soil, rocky terrain, etc.). If there is a desire to deploy 
such technologies exclusively in certain locations, redefining the pipeline location 
classification would effectively allow for tailored application environments for these 
specific technologies leading to a more accurate prediction of their performance. It follows 
that score criteria would have to be redefined to align with the new application 
environments. 

• Testing and modeling may reveal new capabilities for the considered technologies. If the 
additional capabilities identified are perceived to be a benefit to the operator, then it might 
be appropriate to define new performance targets and, therefore, new score criteria to 
objectively evaluate the new capabilities.  

• Similarly, certain combinations of operating locations and operating states that were 
previously reported not to require ELD functionality might be reconsidered given new ELD 
capabilities. This would require adding new score criteria to satisfy the additional 
application environments. 

• Modifying the evaluation range: 

• Testing and modeling may reveal dramatic performance improvements among the 
considered technologies. This might lead the operator to reconsider the previously defined 
performance targets. If any of the previously defined evaluation ranges were based on 
performance targets (see Section 1.1.1 for examples), then it may be appropriate to redefine 
the evaluation ranges accordingly.   

• If any of the previously defined evaluation ranges were based on the highest and lowest 
values among the reported vendor performance claims, then these should be redefined 
based on the updated performance claims.  

Once the appropriate changes to the score criteria are made, the updated performance claims can 
be re-scored by rating them according to the modified score criteria. These results are then input 
into a modified evaluation matrix, which is discussed below. 

 Modified Evaluation Matrix  

The primary elements of the modified evaluation matrix are consistent with the evaluation matrix 
introduced in Section 3.4.2 with additional consideration now being given to the quality of the 
information supporting each performance claim. The suggested approach is to introduce a new 
weighting factor, called the information quality factor, which reflects both the information quality 
score and the maximum possible information quality score (see the quality ranking scheme 
developed in Section 4). This information quality factor is defined as follows: 

Information Quality Factor =
Information Quality Score

Maximum Possible Information Quality Score 
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The modified evaluation matrix is populated by first assigning a rating to each of the updated 
performance claims. Similar to the application of the evaluation matrix described in Section 3 for 
technology screening, the rating is determined by comparing the updated performance claims to 
the appropriate score criteria. However, in the evaluation matrix intended for final technology 
selection (i.e. the modified evaluation matrix), the rating value is multiplied by the score criteria 
importance weighting and the information quality factor. The resulting weighted scores are then 
entered into the matrix and, as in the initial evaluation matrix, an overall score is computed by 
summing the scores corresponding to each vendor; the implication being that the vendor (or 
vendors) achieving the highest score is (or are) preferred and should be selected for technology 
implementation on a pilot project, or for installation on an existing or proposed pipeline. 

 Illustrative Example 

To illustrate the process, consider the example previously outlined in Section 4.4. Suppose that 
appropriate testing and modeling, as recommended based on the technology characterization 
analysis described in Section 4, was conducted to address selected information gaps present in the 
data provided by the shortlisted vendors (i.e. vendors A and B). The results of these efforts, 
specifically the improved information quality scores and the information quality factors, are shown 
for Vendor A in Table 5.1 (for reference, note that the values obtained before consideration had 
been given to the new testing and modeling results, are shown in Table 4.3). Note that a similar 
table could be developed for Vendor B. 
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Performance Requirement 

Vendor A 

Updated 
Confidence 

Score  

Updated 
Relevance 

Score 

Updated 
Information 

Quality 
Score  

Information 
Quality 
Factor 

Minimum detectable leak rate of less than 0.1% of flow  
(applies to application environment A) 

Importance weighting = 10% 
3 4 12 0.75 

Minimum detectable release volume  of less than 1000 L (264 gal) 
(applies to application environment B)  

(Importance weighting = 10%) 
3 4 12 0.75 

Minimum detectable leak rate of less than 0.05 % of flow 
(applies to application environment C)  

(Importance weighting = 18%) 
3 4 12 0.75 

Minimum detectable release volume  of less than 500L (132 gal) 
(applies to application environment D)  

(Importance weighting = 18%) 
3 4 12 0.75 

A maximum of 2 false alarms per year 
(applies to application environment A)   

(Importance weighting = 7%) 
4 3 12 0.75 

A maximum of 2 false alarms per year  
(applies to application environment B)  

(Importance weighting = 7%) 
4 3 12 0.75 

A maximum of 10 false alarms per year 
(applies to application environment C)   

(Importance weighting = 4%) 
4 3 12 0.75 

A maximum of 10 false alarms per year  
(applies to application environment D)  

(Importance weighting = 4%) 
4 3 12 0.75 

A leak localization accuracy that is less than 10 m (33 ft) 
(applies to application environment A)  

(Importance weighting = 3%) 
2 4 8 0.5 

A leak localization accuracy that is less than 10 m (33 ft) 
(applies to application environment B)  

(Importance weighting = 3%) 
2 4 8 0.5 

A leak localization accuracy that is less than 5 m (16 ft) 
(applies to application environment C)  

(Importance weighting = 3%) 
2 4 8 0.5 

A leak localization accuracy that is less than 5 m (16 ft) 
(applies to application environment D)  

(Importance weighting = 3%) 
2 4 8 0.5 

Table 5.1  Example of the Updated, Confidence, Relevance and Information Quality Scores Based 
on Targeted Testing and Modeling Work  

For simplicity, suppose the operator did not find any compelling reasons to modify the score 
criteria (see Section 5.3 for considerations regarding modifying score criteria). The resulting 
updated performance claims are summarized in Table 5.2.  
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Performance Requirement 

Performance Claims for 
Vendor A 

Original   Updated 

Minimum detectable leak rate of less than 0.1% of flow  
(applies to application environment A) 

Importance weighting = 10% 
0.1% 0.2% 

Minimum detectable release volume  of less than 1000 L (264 gal) 
(applies to application environment B)  

(Importance weighting = 10%) 

100 L  
(26 gal) 

200 L 
(53 gal) 

Minimum detectable leak rate of less than 0.05 % of flow 
(applies to application environment C)  

(Importance weighting = 18%) 
0.1% 0.2% 

Minimum detectable release volume  of less than 500L (132 gal) 
(applies to application environment D)  

(Importance weighting = 18%) 

100 L  
(26 gal) 

200 L 
(53 gal) 

A maximum of 2 false alarms per year 
(applies to application environment A)   

(Importance weighting = 7%) 
0 0 

A maximum of 2 false alarms per year  
(applies to application environment B)  

(Importance weighting = 7%) 
0 0 

A maximum of 10 false alarms per year 
(applies to application environment C)   

(Importance weighting = 4%) 
3 3 

A maximum of 10 false alarms per year  
(applies to application environment D)  

(Importance weighting = 4%) 
3 3 

A leak localization accuracy that is less than 10 m (33 ft) 
(applies to application environment A)  

(Importance weighting = 3%) 

10 m  
(33 ft) 

10 m  
(33 ft) 

A leak localization accuracy that is less than 10 m (33 ft) 
(applies to application environment B)  

(Importance weighting = 3%) 

10 m  
(33 ft) 

10 m  
(33 ft) 

A leak localization accuracy that is less than 5 m (16 ft) 
(applies to application environment C)  

(Importance weighting = 3%) 

10 m  
(33 ft) 

10 m  
(33 ft) 

A leak localization accuracy that is less than 5 m (16 ft) 
(applies to application environment D)  

(Importance weighting = 3%) 

10 m  
(33 ft) 

10 m  
(33 ft) 

Table 5.2  Example of the Updated Performance Claims Resulting from Targeted Testing and 
Modeling Work 

The ratings corresponding to the updated performance claims are then generated and multiplied by 
the score criteria importance weightings and the information quality factors. The resulting scores 
are then entered into the modified evaluation matrix shown in Table 5.3 and the overall vendor 
scores are computed by summing the scores corresponding to each vendor (summing values in 
each column of Table 5.3). For reference, the initial vendor scores (obtained in Section 3.4.2) are 
shown alongside the updated vendor scores in Table 5.3.  
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Scoring Criterion 
Initial Vendor 

Score 
(Rating x 

Importance 
Weighting) 

Updated Vendor 
Score 

(Rating x 
Importance 
Weighting x 

Updated Information 
Quality Factor) 

No. Description 

Vendor 
A 

Vendor 
B 

Vendor 
A 

Vendor 
B 

1 
Minimum detectable leak rate of less than 0.1% of flow  

(applies to application environment A) 

Importance weighting = 10% 
0.20 0.40 0.08 0.30 

2 
Minimum detectable release volume  of less than 1000 L (264 gal) 

(applies to application environment B)  
(Importance weighting = 10%) 

0.40 0.20 0.30 0.23 

3 
Minimum detectable leak rate of less than 0.05 % of flow 

(applies to application environment C)  
(Importance weighting = 18%) 

0.18 0.72 0.00 0.54 

4 
Minimum detectable release volume of less than 500L (132 gal) 

(applies to application environment D)  
(Importance weighting = 18%) 

0.72 0.18 0.54 0.27 

5 
A maximum of 2 false alarms per year 
(applies to application environment A)   

(Importance weighting = 7%) 
0.28 0.00 0.21 0.00 

6 
A maximum of 2 false alarms per year  
(applies to application environment B)  

(Importance weighting = 7%) 
0.28 0.21 0.21 0.16 

7 
A maximum of 10 false alarms per year 
(applies to application environment C)   

(Importance weighting = 4%) 
0.16 0.00 0.12 0.00 

8 
A maximum of 10 false alarms per year  
(applies to application environment D)  

(Importance weighting = 4%) 
0.16 0.12 0.12 0.09 

9 
A leak localization accuracy that is less than 10 m (33 ft) 

(applies to application environment A)  
(Importance weighting = 3%) 

0.06 0.12 0.05 0.09 

10 
A leak localization accuracy that is less than 10 m (33 ft) 

(applies to application environment B)  
(Importance weighting = 3%) 

0.06 0.12 0.05 0.09 

11 
A leak localization accuracy that is less than 5 m (16 ft) 

(applies to application environment C)  
(Importance weighting = 3%) 

0.06 0.12 0.03 0.09 

12 
A leak localization accuracy that is less than 5 m (16 ft) 

(applies to application environment D)  
(Importance weighting = 3%) 

0.06 0.12 0.03 0.09 

13 
Rough estimate of cost over a 5 year period 

(applies to all application environments)  
(Importance weighting = 5%) 

0.05 0.15 0.05 0.15 

14 
Total length of monitored assets 

(applies to all application environments)  
(Importance weighting = 5%) 

0.05 0.10 0.05 0.10 

Overall Vendor Score (rank) 2.72 2.56 1.83 2.19 

Table 5.3  Example of a Modified Evaluation Matrix  

Based on the modified evaluation matrix shown in Table 5.3, the ranking would lead the operator 
to select Vendor B for use in a pilot project.  
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The processes and procedures introduced in this Framework were demonstrated by way of: 
1) illustrative examples described in Sections 2.5, 3.5, 4.4 and 5.5; and 2) a hypothetical evaluation 
(the “framework demonstration exercise”) of select ELD systems for possible deployment on a 
hypothetical pipeline. Compared to the illustrative examples, the framework demonstration 
exercise represents a more detailed demonstration and includes the design, execution and 
interpretation of a large scale laboratory test (the “demonstration test”). The demonstration test 
was intended to address several moderate to major information gaps that were identified when 
reviewing the technology vendors’ performance claims. A summary of the demonstration test is 
provided in Appendix F and the framework demonstration exercise is documented in Appendix G. 
These documents could serve as additional resources for supplementing and validating 
performance claim data through the designing and execution of large scale laboratory tests. 

 Final Remarks 

In summary, final scores from the modified evaluation matrix or matrices should inform the final 
technology selection for use on a pilot project, on an existing pipeline, or on a proposed pipeline 
project. Note, however, that the operator might consider multiple technologies. For example, 
multiple optical fiber based ELD systems might be able to simultaneously occupy a single fiber 
optic cable15. On that basis, it might be practical to select more than one such technology (assuming 
they score sufficiently high in the modified evaluation matrix) for deployment since the additional 
installation costs associated with adding more optical fiber based vendors is perhaps significantly 
less compared to adding more non-optical fiber based technologies. The operator may also choose 
to expand the scope of considerations, or further improve the information quality scores, resulting 
in the need for one or more additional iterations of the technology evaluation and selection process 
before arriving at a final technology recommendation. 

                                                           
 

15 Standard off-the-shelf fiber optic cables for telecommunication applications often contain multiple fiber strands 
capable of supporting multiple optical fiber based ELD technologies. 



 
 

Final Report - Framework for Verifying and Validating the Performance and Viability of Leak Detection Systems for Liquid and Natural Gas Pipelines 
C-FER File No. F174 66 

6. SUMMARY 

A leak detection evaluation framework has been developed for use by pipeline operators to identify 
and evaluate candidate ELD systems intended for possible deployment on onshore transmission 
pipelines, and to assist operators in making an informed technology selection. The following is a 
brief summary of the methodologies and guidance presented in this framework.  

The first step in identifying candidate ELD systems for deployment on a pipeline is to define and 
quantify specific ELD performance requirements unique to the pipeline under consideration. 
Different performance requirements should be specified for different locations along the pipeline 
and for different operating conditions. The physical environment within which the candidate ELD 
technologies are expected to perform (i.e. the application environment) should also be defined and 
characterized as this will impact the ELD technology’s ability to meet the defined performance 
requirements. The application environment should be characterized in terms of so-called 
application environment parameters, which are defined as measurable factors forming one of a set 
that defines the application environment. Many application environment parameters could be used 
to characterize the application environments; however, the framework recommends focusing on 
characterizing a select subset of them. This ensures that the technology evaluation process remains 
practical and feasible. Guidance for identifying which application environment parameters to focus 
on is provided. The guidance is based on the application environment parameters’ expected impact 
on the ELD technologies being considered and on whether or not information associated with them 
is likely to be available.   

Candidate ELD technologies, capable of meeting the defined requirements, should then be 
identified. This can be accomplished through web-based searches, literature reviews, 
conferences/tradeshows, workshops, external publications, media announcements and discussions 
with technology vendor representatives. It is recommended that a targeted questionnaire be 
developed and distributed to the identified technology vendors. The purpose of the vendor 
questionnaire is to facilitate the collection of targeted information regarding the candidate vendors, 
their services and the performance of their systems as they relate to the specific performance 
requirements established previously. The questionnaire should provide vendors with a means to 
define their ELD system performance capabilities in the form of specific performance claims. The 
reported performance claims should be interpreted and compared against the performance 
requirements by way of an evaluation matrix whereby each vendor’s performance capabilities are 
scored and then aggregated to produce an overall score. The highest scoring vendors (i.e. the 
shortlisted vendors) are then selected for further evaluation. 

The vendors should be asked to provide data (publications, experiments, modeling results, field 
data, etc.) to support their claims and the supporting data (from the shortlisted vendors) should 
then be analysed and scored by: 1) comparing it against the application environment parameters to 
assess its level of relevance to the pipeline in question, and 2) assessing the confidence level 
associated with each claim by considering the nature of the supporting data source. Information 
gaps are then identified based on the derived relevance and confidence scores. The information 
gaps should then be addressed to the extent possible through testing and/or modeling.  
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The performance claims, as well as the associated confidence and relevance scores, should be 
revised to reflect the results obtained from the testing and/or modeling work performed. In 
revisiting the original performance claims, they should either be confirmed, rejected or modified 
in light of the new information obtained through testing and/or modeling. The revised performance 
claims therefore constitute a new set of performance claims, referred to as modified performance 
claims. A final technology selection is then made by comparing the modified performance claims 
against the performance requirements in a process similar to the one which was used to compare 
the original performance claims (i.e. using an evaluation matrix); however, at this stage, 
consideration is also to be given to the degree of relevance and the degree of confidence associated 
with each of the claims. The operator may also chose to further improve the information quality 
scores through additional testing and/or modeling, resulting in the need for one or more additional 
iterations of the final technology selection process before arriving at a final technology 
recommendation.
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A.1 

A.1 OVERVIEW 

Important elements from the following documents, that have a direct relevance to the selection of 
leak detection systems, are identified and briefly discussed in the following sections: 

• API Recommended Practice 1130: Computational Pipeline Monitoring (2007) 

• API Recommended Practice 1175: Pipeline Leak Detection – Program Management (2015a) 

• 49 CFR Part 195: Transportation of Hazardous Liquids by Pipeline (2015) 

• CSA Z662-15: Oil and Gas Pipeline Systems (2015) 

• API Technical Report 1149: Pipeline Variable Uncertainties and Their Effects on Leak 
Detectability (2015b) 

• PRCI PR-015-143715-R01: Cable-Based Leak Detection Retrofit Study (Siebenaler 2015) 

A.2 API RECOMMENDED PRACTICE 1130 

API RP 1130 (2007) specifies a number of preferred characteristics for leak detection systems.  
Since the purpose of the document is to provide a recommended best practice for use of 
computational pipeline monitoring (CPM) in the liquid pipelines industry, it does not effectively 
address external leak detection (ELD) systems. Several of the characteristics listed apply to ELD 
systems, but certain characteristics, such as “account for heat transfer” and “accommodate 
commodity blending”, are clearly intended for CPM applications (API 2007).  

Section 2.2.1 of API RP 1130 defines four performance metrics to help quantify the performance 
of a given leak detection system (LDS); these metrics are sensitivity, accuracy, reliability, and 
robustness (2007). The following subsections summarize the additional information presented in 
API RP 1130 for two of the key metrics: sensitivity and robustness1. 

A.2.1 Sensitivity 

In Section 2.2.1 of API RP 1130, sensitivity is defined “as a composite measure of the size of leak 
that a system is capable of detecting, and the time required for the system to issue an alarm in the 
event a leak of that size should occur” (2007). Given this definition, several relationships between 
leak rate and response time could exist. As seen in Figure A.12, the technology’s detectable leak 
rate may be heavily dependent on response time, or it could quickly reach a plateau – where the 
detectable leak rate is independent of response time. The recommended practice notes that, while 
the leak rate versus response time curve is one way of looking at sensitivity, there are other 

                                                 

1 Note that accuracy and reliability are fully summarized in Section 2.2.1 of API RP 1130 (2007). 
2 This figure is adapted from API RP 1130 (2007). 
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indicators and their relative importance varies with the type of LDS used and the operational 
characteristics of the specific pipeline (API 2007). 

 

Figure A.1  Example Leak Rate versus Response Time Plot with Two Different Response Time 
Variances (API 2007) 

In API RP 1130 (2007), the effect of the operator-set threshold is also discussed. Decreasing the 
threshold will often result in improvements in the detectable leak rate and response time, as seen 
in Figure A.23. However, reducing the threshold can have a negative impact on other aspects of 
performance. For example, decreasing the threshold may cause an increase in the number of false 
alarms, thereby reducing system reliability. Absolute minimum detectable leak rates and minimum 
possible response times exist for most LDS’s. These absolute minimum values are a result of the 
total uncertainty involved in calculating whether there is a leak (uncertainties are accumulated 
from measurements, communications, algorithms, hardware, scan rate, etc.). 

                                                 

3 This figure was adapted from API RP 1130 (2007). 
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Figure A.2  Example Leak Rate versus Response Time Plot with Two Different Thresholds 
(API 2007) 

A.2.2 Robustness 

API RP 1130 (2007) provides an example illustrating robustness and the trade-offs between 
achieving robustness and enhanced performance with respect to other performance metrics: 

• System I: This system employs a sensitive leak detection algorithm. The system is 
normally very reliable, but will frequently generate alarms during certain normal 
pipeline operations. 

• System II: This system employs an alternative algorithm which is somewhat less 
sensitive than that of System I, but generates only a fraction of the alarms. 

• System III: This system employs the same sensitive leak detection algorithm as System 
I, but inhibits leak detection during pipeline operations that can cause it to generate 
alarms. 

• System IV: This system normally employs the same sensitive leak detection algorithm 
as System I, but switches to the less sensitive algorithm of System II when it senses 
conditions that generate alarms. 

In this example, the designers of System I have sacrificed a degree of reliability in order to 
maintain a high level of sensitivity, whereas the designers of System II have chosen to 
sacrifice a degree of sensitivity in order to achieve a high level of reliability. By simply 
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disabling the leak detection function under certain conditions, the designers of System III 
have sacrificed a degree of robustness in order to achieve higher levels of reliability and 
sensitivity. The example of System IV represents an attempt to selectively trade sensitivity 
and/or reliability in order to achieve a more robust system. (p. 40) 

A.3 API RECOMMENDED PRACTICE 1175 

API RP 1175 (2015a) was developed to provide pipeline operators with a framework based on 
industry practices for risk-based leak detection program management.  Since it focusses on the 
leak detection program as a whole, it is broadly applicable to all leak detection methods.  For LDS 
selection, API RP 1175 (2015a) recommends: 

• performing a “leak detection focused risk assessment”; 

• incorporating regulation and industry recommended practices; 

• determining and setting the key performance indicators (KPIs) and targets; 

• considering the operator’s leak detection culture and strategy; 

• evaluating the performance of the LDS to ensure it meets or exceeds the requirements of the 
above elements; and 

• ensuring there are no gaps in the leak detection program. 

To assist in the performance evaluation stage, API RP 1175 (2015a) recommends creating a list of 
selection criteria and LDS’s. The three key areas of the selection criteria are: “what features are 
needed, what performance is required, and the process of the selection criteria to vet the leak 
detection system.” It states that, although the selection criteria list in API RP 1130 is tailored to 
CPM LDS’s, “many are applicable to other non-CPM techniques” (API 2015a).  A list of possibly 
desirable LDS features and performance characteristics is also provided in Annex B of the 
document to assist in development of a selection criteria list (API 2015a); many of the listed items 
are applicable to ELD systems. 

The document recommends that operators “establish performance targets for their leak detection 
systems and define and track KPIs to ensure the performance targets are met.”  The KPIs can be 
grouped into the four metrics established by API RP 1130 (sensitivity, accuracy, reliability, and 
robustness), and provide a method to quantify and track these metrics. Examples of KPIs that 
evaluate different aspects of the leak detection program performance are given, but only a subset 
are applicable to the performance of LDS’s (API 2015a). The relevant KPIs are discussed in the 
following subsections. 
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A.3.1 Sensitivity 

API RP 1175 lists three example KPI’s that could be used to evaluate the sensitivity of the LDS 
(2015a): 

 “Average leak threshold”: Track the leak operator-set threshold values used in operation for 
each time interval4 separately. The values will be representative of the LDS sensitivity 
experienced by the controller, but this is an imperfect measure since the LDS will not 
necessarily catch all leaks greater than the set threshold. 

 “Minimum detectable leak size”: 

• Track each leak observed for each time interval separately; or 

• Estimate the value using a theoretical uncertainty analysis similar to API TR 1149 (2015b). 

 “Overall leak volume on which the leak detection system alarmed.” 

Aside from the theoretical uncertainty estimation, the suggested KPIs require historical operation 
data. For pre-screening ELD technologies, historical operational data would need to be substituted 
with test or simulation data to the extent possible. 

A.3.2 Accuracy 

API RP 1175 lists four example KPIs that could be used to evaluate the accuracy of the LDS 
(2015a): 

 “Leak Flow Rate (Size) accuracy.” 

 “Leak location accuracy.” 

 “Leak volume accuracy.” 

 “Diagnostic KPIs”: some systems estimate variables that are measured on the pipeline (e.g. 
pressure). Deviations between the estimated and measured values could indicate performance 
problems. 

Since, in general, ELD systems are not currently integrated with SCADA systems, the leak location 
accuracy is likely the only KPI relevant to ELD systems. 

                                                 

4 Some CPM systems will have different time intervals for calculation. For example, the system may look at the 
balance over 5 minutes, 1 hour, 12 hours, 24 hours, and 3 days to check for leaks. In general, the shorter time interval 
is for quick detection of large leaks and the long interval is for detection of small leaks that require a large amount of 
time to achieve statistical significance. 
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A.3.3 Reliability 

API RP 1175 lists three example KPIs that could be used to evaluate the reliability of the LDS 
(API 2015a) : 

 “Number of non-leak alarms (aka, false positive indications) per unit time (alarms/month), this 
may be tracked from observed data in normal operations. 

 Number of missed leaks (aka, false negative indications) or percentage of missed leak events. 
This KPI may be expected to vary substantially with pipeline operation and somewhat with the 
location of the leak on the pipeline5. 

 Number of hours that the leak detection system capability is degraded for example, due to 
component, electronics or software issues6.” 

These suggested KPIs require historical operation data. Experiment or simulation data may not be 
able to act as a substitute since reliability depends heavily on the installation and parameters set 
by the operator. For example, the number of false alarms will likely vary with the background 
noise present, and the background noise seen in the experimental set-up is likely not representative 
of field installations. Data from a pilot project on a similar pipeline may act as a substitute for the 
historical operation data, but may not be available given the large number of combinations possible 
between different pipelines and LDS’s. 

A.3.4 Robustness 

API RP 1175 states that “robustness is concerned with how a leak detection system performs when 
some of the requirements of the leak detection system, such as measurements, are not available” 
(2015a). As a result, the KPI examples it provides for the other three metrics pertain to robustness 
when they are taken while a deficiency in the LDS exists. Four examples of deficiency were 
provided by the recommended practice (API 2015a): 

 “loss of measurements, for instance, due to meter failure; 

 loss of communication; 

 unusual operating condition, such as draining the pipeline for maintenance, pigging, or 
operation during a column separation; 

 leak detection system behavior during transient operating conditions.” 

                                                 

5 This is more challenging to measure since it requires knowledge of all leak events on a given pipeline system, yet 
there are often leaks that go undetected and, therefore, it would not be considered in the calculation of the KPI. 
6 The number of hours the LDS capability is degraded is a reliability KPI, while how it performs under this degradation 
is a measure of robustness. Accordingly, an LDS that spends a large amount of time degraded (due to component 
issues, for example) would be considered unreliable; however, it may still be considered to be a robust system if it 
continues to operate despite the degradation. On the other hand, if it spends both a large amount of time degraded and 
does not function under this degradation, it lacks both reliability and robustness. 
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A.4 49 CFR PART 195 

49 CFR Part 195 (2015) is a section of Title 49 of the United States Code of Federal Regulations, 
and certain subparts of this regulation pertain to leak detection.  Parts 195.134 and 195.444 state 
that every new CPM system or replaced component of a CPM system must follow the selection 
considerations and any design criteria outlined in API RP 1130 (CFR 2015).  The regulation does 
not define any requirements for ELD systems. 

The minimum leak detection capability required by this regulation depends on the pipeline and 
surrounding environment, but usually involves scheduled visual inspections. For example, 
Section 195.412 outlines requirements for inspecting “Rights-of-Way and Crossings under 
Navigable Waters” and Section 195.440 requires operators to implement a public awareness 
program that adheres to API RP 1162 (CFR 2015).  However, Section 195.412(i)(3) advocates for 
a risk-based approach to leak detection requirements in high consequence areas (CFR 2015).  This 
risk assessment may necessitate the use of more advanced leak detection methods, such as CPM 
or ELD, and may result in specific targets being set for LDS performance. 

A.5 CSA Z662-15 

CSA Z662-15 (2015) is the standard for the design, operation, and maintenance of oil and gas 
pipeline systems in Canada, developed by the Canadian Standards Association.  Section 4.20 of 
this standard states that “liquid hydrocarbon pipeline systems shall be designed to provide 
appropriate leak detection capability” (CSA 2015).  No specific capability requirements are 
prescribed, but it notes that “operating companies should comply as thoroughly as practical with 
Annex E,” (CSA 2015) which is a recommended practice for liquid hydrocarbon pipeline leak 
detection.  The Annex focusses on developing a leak detection practice using computational (CPM) 
and direct (ELD) methods.  Some relevant points from the Annex pertaining to selection criteria 
are: 

• The same four performance metrics identified in API RP 1130 (sensitivity, accuracy, 
reliability, and robustness) are used. 

• In assessing ELD technologies, it mentions that the “assessment shall include any factors that 
might impact the performance of the system,” (CSA 2015) but provides no specific guidance 
on performance requirements.  For CPM technologies, it provides several specific performance 
requirements.  For example, with regard to computational methods, Section E.4.1.1 states that 
the “cumulative uncertainty in the values used in the leak detection calculations…shall not 
exceed 5% per five minutes, 2% per week, or 1% per month of the sum of the actual receipts 
or deliveries for volume balance leak detection” (CSA 2015). 

A.6 API TECHNICAL REPORT 1149 

API TR 1149 (2015b) provides a detailed analysis process for estimating the leak detection 
capability of CPM systems.  This estimation is accomplished by identifying all of the variables 
that affect leak detection potential, and analyzing the relationships between them and how 
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uncertainty propagates into the relevant leak detection calculations, such as differences in flow or 
mass.  These calculations can be used to establish an expected CPM LDS baseline performance, 
or determine the performance improvement expected by changing one of the variables (e.g. more 
accurate instrumentation).  While the analysis was not intended to apply to ELD systems, the 
underlying philosophy (identifying the variables that affect leak detection and calculating the 
associated uncertainty propagation) may be applicable. 

A.7 PRCI PR-015-143715-R01 

Installation of an ELD system on a new pipeline is relatively straight-forward as the cable and 
other instrumentation can be installed at the desired location during construction7. However, 
retrofitting an existing pipeline requires additional considerations, especially for cable-based 
systems. Any communications fiber that was installed with the original pipeline is not likely in a 
position that is desirable for leak detection.  As a result, the cables would need to be installed with 
the pipe already in place. This installation needs to account for various safety considerations, the 
“exclusion zone” (regulations may prohibit mechanically excavating within a certain distance of 
the existing pipeline), costs, etc. The Pipeline Research Council International (PRCI) conducted a 
study on retrofitting cable-based LDS’s and found several possible methods of retrofitting, 
including computer-guided plowing, hydro-evacuation, and horizontal directional drilling; 
however, the study notes that each pipeline must be evaluated on a case-by-case basis 
(Siebenaler 2015). 
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7 Constructability constraints are an important consideration that could impact the way ELD sensors are deployed in 
the field, making it more challenging to install and operate ELD systems.  This topic is discussed in more detail in 
Section 2.3. 
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B.1 

B.1 Minimum Detectable Leak Rates of CPM Systems 

When defining external leak detection (ELD) requirements, consideration should be given to 
complementary internal leak detection (ILD) systems that will be installed and operated in parallel 
with the ELD system.  Below is a brief summary outlining the minimum detectable leak rates 
reported in literature for current computational pipeline monitoring (CPM) systems.  Note that this 
summary is intended to provide directional guidance only; more project-specific consideration of 
ILD system capabilities is recommended prior to defining ELD requirements.  

Minimum detectable leak rates for CPM systems are typically governed by the total uncertainty in 
calculated flow rate due to instrumentation error. Regardless of the CPM system, measurement 
uncertainty contributes in some way (whether directly or indirectly) to the minimum detectable 
leak rate. Flowmeter accuracy is often the largest contributor to the propagated system uncertainty 
(Oasis Environmental 1999).  As a result of flowmeter inaccuracy, a general 1% “rule-of-thumb” 
for a lower bound detectable leak rate using a CPM system has developed in industry (Shaw 
et al. 2012). With more accurate instruments emerging and the use of more complex CPM 
methods, detection of leak rates below 1% of flow rate have been reported in literature.  Minimum 
performance threshold values (or ranges of values) reported in literature for several CPM methods 
are provided in Table B.1. 

CPM Method Minimum Leak Detection Threshold 
Reported in Literature (% Throughput) 

Pressure/Flow Monitoring 5 [1] 

Mass/Volume Balance 1-5 [1,2] 

Volume Balance with Line Pack Compensation 1 [3] 

Real Time Transient Modelling (RTTM) 1 [1,2] 

Statistical Analysis 0.25 to 3 [1,2,4,5,6] 

Extended RTTM (E-RTTM) 0.5-1.2 [3] 

Pressure Point Analysis (PPA) 0.1 [2] 

Digital Signal Processing 1 [1] 
Reference Legend: 1 – PHMSA 2008; 2 – Murvay and Silea 2012; 3 – Geiger ei al. 2006; 4 – Al-Rafai and Barnes 1999; 5 – Zhang 
1996; 6 – Zhang et al. 2014. 
Note: The leak detection size is reported as a percent of total pipeline throughput. When various values are provided for a particular 
method in literature, a range from the minimum to maximum value is recorded. Note that these values represent research conducted 
with particular systems and may not encompass the true detectable range of all systems currently on the market. Additionally, these 
values will vary greatly between pipelines due to the different conditions and instrumentation present.  

Table B.1  Minimum Leak Detection Threshold Values (or Ranges of Values) Reported in Literature 
for Common CPM Systems 

As depicted in Table B.1, the range of the minimum detectable leak rate for CPM systems is 
between 0.1% and 5% of flow rate. These reported values represent the minimum leak rate 
detectable, but, in practice, the threshold values may be set higher due to the trade-off between the 
minimum detectable leak rate and the number of false alarms generated (Shaw et al. 2012).  
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B.2 Other Sensitivity Considerations for CPM Systems 

Aside from a dependence on the CPM method used, the reported minimum detectable leak rates 
also vary significantly with “measurement capabilities, communications reliability, pipeline 
operating condition, and product type” (API 2007).  As a result, the performance of a particular 
CPM system may vary significantly between pipelines.  Some CPM methods, such as PPA, 
mass/volume balance, and change in rate of pressure/flow, are only reliable during steady state 
operation (Murvay and Silea 2012; Zhang et al. 2014).  Other systems often exhibit a higher 
minimum detectable leak rate in transient operation when compared to steady state operation.  On 
a particular pipeline, E-RRTM was reported to have a 0.5% minimum detectable release rate 
during steady state operation, but that increased to 1.2% during transient operation (Geiger et al. 
2006). 

Most CPM systems require significant time to detect small leaks, with an exponential reduction in 
detection time as the leak rate increases (Geiger et al. 2006).  For example, a statistical analysis 
system installed on a particular pipeline exhibited a detection time of 41 minutes and 19 seconds 
for a leak rate of 0.25% of flow rate, and a 1 minute and 15 second detection time for a leak rate 
of 5% of flow rate (Zhang et al. 2014).  Additionally, some CPM systems, such as those using a 
statistical method (Zhang and Di Mauro 1998), cannot detect leaks that were present before 
installation of the system.  Other systems cannot be used to estimate the leak location, such as the 
change in rate of pressure/flow, mass/volume balance, and PPA methods (Zhang 1996). 
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C.1 INTRODUCTION 

 Overview  

The material contained in this appendix document was prepared by the Geoscience and 
Environmental Monitoring group of Innotech Alberta to support the research and development 
objectives of this PHMSA-sponsored project.  

In this appendix document, guidelines are developed for the selection and implementation of a 
numerical modelling platform that is capable of simulating the fluid, gas and thermal propagation 
characteristics associated with pipeline releases. These guidelines are covered in Section C.2 and 
they address the following topics: 

• The composition of the liquid product, the physical setting and the geometry of the field 
location of interest; 

• The selection and use of an appropriate numerical modelling platform based upon user 
requirements; 

• The validation of numerical simulations using bench-scale leakage simulations; 

• The interpretation of acquired bench-scale data and numerical predictions; and 

• The selection of leak detection tools and associated vendor screening for processes, detection 
limits, locations and timescales identified. 

This appendix also documents the numerical simulation of bench- and field-scale pipeline leakage 
events. The bench-scale test, covered in Section C.3, served to demonstrate how to empirically 
validate numerical simulations, whereas the field-scale simulation, covered in Section C.4, 
demonstrates how to apply the guidance outlined in Sections C.2 and C.3 to set up and run a 
numerical model that is capable of helping pipeline operators screen potential external leak 
detection vendors. The selection of input parameters for the field-scale simulation was informed 
by data and selected leakage conditions from the Framework Demonstration Test1, which was 
conducted by C-FER Technologies specifically for this PHMSA-sponsored project. 

 Approach 

An appropriate numerical simulation platform (CMG -STARS) was selected, which had been used 
previously for similar bench-scale and field-scale numerical simulations of this type. Importantly, 
the CMG-STARS software conforms to the list of modeling selection criteria outlined in Section 
D.2. In the bench-scale test, empirical measurements related to the behavior of liquid, temperature 

                                                 

1 The demonstration test is an integral part of the Framework Demonstration Exercise (see Appendices F and G), 
which serves to both demonstrate and validate the processes and procedures described in the ELD Evaluation 
Framework document, which is the principle deliverable of this project. 
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and gases within the experimental system were made. Separately, a numerical model was 
developed to simulate this bench-scale system, which allowed subsequent comparisons to be made 
between the physical system and the numerical simulation. Data measured during the bench-scale 
pipeline leakage test was compared with the numerical simulation in order to: 1) assess how well 
the numerical simulation captured leakage behaviour, 2) identify differences between the 
measured and simulated systems, and 3) to demonstrate the process followed to process and 
understand the information. Key focus areas included liquid plume development over time, 
temperature changes induced by the liquid leak and gas migration from the leak, through the sand 
surrounding the pipe and into the headspace of the test vessel. Overall, reasonable agreement was 
observed between measured data and simulation results. Where discrepancies occurred, an 
assessment was made regarding the potential cause(s) of any discrepancy and its potential 
implications about the numerical simulation. A reasonable agreement in measured and predicted 
leakage behavior (e.g. liquid migration, gas migration and thermal effects) provided confidence in 
the ability of the numerical model to predict leakage at field-scale. 

Using the CMG-STARS platform, a field-scale numerical model (model width = 9.0 m [29.5 ft], 
depth = 4.2 m [13.8 ft], length = 125.0 m [410.2 ft]) was constructed in order to simulate the 
leakage of diluted bitumen (dilbit) from a 24-inch pipeline into a pipeline trench and surrounding 
soils. Following the workflow established in Phase I, the numerical model grid was populated with 
relevant bounding parameters. The rate of dilbit leakage (2.15 liters/min or 19.48 barrels/day) was 
provided by C-FER. Following a five year initialization period, where the model reaches steady 
state conditions with respect to moisture and temperature, a liquid leak rate of 19.48 barrels/day 
was maintained for 365 days. The predicted leakage behavior was then assessed and conclusions 
were made about the nature and extent of leakage effects. 

The information and processes presented in this appendix document may be used to make informed 
recommendations about leak detection apparatus and protocols required for any pipeline location 
of interest. Ultimately, this data and comparisons may be used to pre-screen leak detection 
technologies prior to field installation in order to optimize their effectiveness and minimize the 
impacts of pipeline leakage.  

C.2 MODELING GUIDELINES 

 Simulation Packages Selection  

In selecting the appropriate numerical modelling platform for studying leak and temperature 
propagation for a pipeline-based leakage event, the first step is to define the problem that is to be 
targeted by the modeling application to ensure that the eventual outcome is useful. The following 
section describes the different elements of problem definition and how these may impact the choice 
of model. 
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  Problem Definition 

By defining what the modelling process aims to achieve, the key capabilities of the model required 
will be defined. 

The chosen model, or perhaps a combination of several discrete or coupled models, may be used 
to predict various aspects of pipeline leakage. It is therefore important that the most important 
release parameters of relevance to the leak detection system being modelled are defined early in 
the process. Typical indicators of interest for pipeline leakage detection include: 

 The migration of leaked product outside the pipeline: The model needs to be capable of 
predicting the behavior of the fluid (product, gas and/or aqueous phases) in order to predict its 
spatial dispersion (i.e. location and concentration) within and outside the trench. 

 Temperature: The model needs to be capable of predicting the thermal impact of a fluid or gas 
leak on natural and disturbed soils, rock, and other geological porous media.  

 Subsurface deformation (or heave): The model needs to be able to predict the impact of product 
leakage on the subsurface deformation of unconsolidated porous media surrounding the 
pipeline and its potential extended impact on the subsurface and ground surface. 

For each leak detection technology, there will be one or more “horizons of interest” where the 
detection system is installed and active. A generic example of horizons is detailed in Figure C.1. 

 

Figure C.1  Schematic of Relevant Horizons around a Pipeline Installation (scale is dependent 
upon specific conditions and the pipeline diameter) 

In addition to the horizon of interest, considerations for the development of the model are the 
nature of the site to be characterized and whether this is a sensitive area such as a wetland, water 
body, conservation area, historic site, or highly populated area.  Additionally, it should be 
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determined whether the topography of the site is a parameter of importance in the simulation to be 
developed. 

The main characteristics of the product and/or gas leak relevant to the choice of models include, 
but are not limited to: 

 The composition and properties of the product leaked 

• Liquid (diluted bitumen, diesel, gasoline, other). 

• Natural gas. 

 The rate of leak 

 The duration of leak 

• The time scale of the prediction is also of importance, more specifically is the model trying 
to determine the leak behavior over a short or long time scale and are temporal variation of 
conditions over this time scale a consideration.  Factors with temporal variations include: 

° Temperature (Porous media, water, and atmosphere). 

° Porous media porosity, permeability, and humidity. 

° Frost line formation and melt. 

° Precipitation. 

° Water table height. 

° Vegetation. 

 Biodegradation 

• The biodegradation of certain leaked components in the environment is an important 
consideration for the migration, fate, and detection of products and their associated 
degradation products. Biodegradation is unlikely to be a consideration of importance for 
shorter time scales (i.e. days) of interest whereas it may become significant over longer 
time scales (i.e. weeks to years). 

 Behavior of the leaked product 

•  Fluid (gas and/or liquid) dynamics, 

• The impact of porous media properties on: 

° Leakage behavior. 
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° Porosity and permeability variations within soils. 

° Geomechanical effects. 

° Moisture behavior and interaction with the leaked products. 

° Water table behavior and interaction with leaked fluid (e.g. fluid flow, liquid/liquid 
solubility). 

° The impact of VOCs volatilization and temperature variation on fluid properties (e.g. 
Viscosity). 

° The long term impact of biodegradation on the fluid profile in subsurface. 

Table C.1 summarizes the different model capabilities that are likely to be required, their function 
as well as key considerations for their implementation. 
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Capability Purpose Considerations 

Fluid migration 

Model the transport of the fluid resulting 
from the pipeline leakage and other fluids 
in the model.  Required to predict the fluid 

movement. 

Determination of the required phases: 
oil, aqueous, gas 

Thermal 
Prediction of the thermal impact of fluid 

leakage.  Required if thermal sensors are 
used to detect leakage. 

The base thermal impact of the 
pipeline should be considered when 
studying the thermal impact of the 

leakage.  The temperature variation of 
the fluid should be evaluated as 

compared to the surrounding soil. 

Volatilization 

Prediction of the behavior of the volatiles 
emanating from the leaked fluid. Essential 
if the leak detection system uses volatiles 

as an indicator. 

May or may not be important based 
on the nature of the leaked fluid.  As 
well, depending on the nature of the 

fluid, this volatilization may have 
significant impact on the resulting fluid 

viscosity and transport. 

Geomechanics 

Model the deformation of the 
unconsolidated media resulting from the 

leakage event. Essential if the leak 
detection system uses deformation (e.g. 

heave at the surface) as a leakage 
indicator. 

The importance of this deformation 
will be highly dependent on the nature 
of the fluid, the leak, and the porous 
media.  If significant deformation is 

likely to happen but is not included in 
the model, pressure build up may 

lead to convergence issues. 

Liquid-Liquid 
solubility 

Predict the dissolution of the leaked liquid 
into the water from the moisture of the 
porous media and/or in the water table. 

The importance of this capability will 
be a function of the nature of the fluid 
(i.e. whether it is highly soluble) and 
the presence of moisture or a water 

body in the model. 

Sorption onto 
solids 

Predicts the sorption of the leaked fluid on 
the solid. 

May or may not be a significant 
parameter depending on the nature of 

the fluid and porous media. 

Atmospheric 
dispersion 

Predicts the movement of gases above 
the soil surface. Required if the 

concentration of VOC’s above the 
subsurface is used for leakage detection. 

Will likely be uncoupled from the 
subsurface model. 

Groundwater 
flow 

Will predict fluid movement impacted by 
the groundwater flow. Required to assess 

the impact of the leak on groundwater 
resources. 

 

Table C.1  Key Model Capabilities and Requirements 

All of these capabilities are associated with a computational cost.  A cost-benefit trade off analysis 
should be carried out and the modeling accuracy should be designed to meet the required result 
accuracy while minimizing computation time as much as feasible. Assumptions and 
simplifications in the choice of bounding parameters, modelling task priority, and knowledge of 
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key processes generally comes from experience in site characterization, organic and inorganic 
chemistry, hydrogeology, and contaminant transport. 

  Selection of Models Available 

A detailed review of computer models available for predicting the fate and transport of 
hydrocarbons in soil and groundwater is provided by MDH Engineered Solutions Corporation 
(2005). Up to 250 of the common numerical modelling packages were identified and 130 of the 
most useful for hydrocarbon studies were reviewed for their utility, cost, comparative output, and 
generic code testing. Ranking criteria included: 

• Water balance; 

• Flow model; 

• Transport mechanisms; 

• Biodegradation model; 

• Sorption/volatilization; 

• Dimensionality; 

• Mesh flexibility; 

• Data requirements; 

• Computational requirements; 

• Code availability; 

• Source code availability; 

• Program installation; 

• Code validation; 

• Support availability; 

• Document quality; and 

• Ease of use. 

Based upon these criteria, Table C.1 summarizes the top ranked modelling packages and some of 
their attributes. This style of ranking provides a useful guide to the individual packages; however, 
case specific requirements, availability of the model or modelling experience and cost 
considerations may change the ranked order. The intention here is to highlight what considerations 
are useful in modelling package selection. 
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* GMS Package FEMWATER, MODFLOW, MT3D, RT3D, MODPATH, UTCHEM, SEEP2D = $7600 U.S. 
** ARGUS ONE all modules = $2474 U.S. 

Table C.2  Selection of Top Ranked Modelling Packages for Predicting the Fate and Transport of 
Hydrocarbons in Soils and Groundwater (MDH Engineered Solutions Corporation (2005)) 
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HYDRUS 2D 8.8 10 10 10 10 8 8 7 10 10 10 7 8 10 6 8 8 10 $600
RT3D and MODFLOW with ARGUS 8.8 10 9 10 10 8 10 10 10 8 7 8 1 1 10 8 10 10 *
3DFEMFAT 8.7 10 10 10 8 8 10 10 10 10 8 3 8 10 9 9 2 6 $1,000
SUTRA with ARGUS 8.7 10 10 10 8 8 7 10 10 8 7 8 10 7 10 8 6 10 **
CTRAN and SEEP/W 8.6 10 10 10 8 8 7 10 10 10 7 8 1 7 10 8 10 10 $6,000
SEVIEW 8.5 10 10 10 8 8 10 10 3 8 10 8 10 7 10 8 3 10 $1,000
FEFLOW 8.5 10 10 10 8 8 10 10 10 8 7 8 1 1 10 7 7 10 $7,000
FEMWATER no GUI 8.5 10 10 10 8 8 10 10 10 8 3 10 10 9 10 3 8 4 FREE
MT3D and MODFLOW no GUI 8.5 10 9 10 8 8 10 10 10 8 3 9 10 10 10 3 10 4 FREE
CHEMFLUX3D with SVFLUX3D 8.4 10 10 10 8 8 10 10 10 8 7 8 1 1 6 8 7 10 $6,000
SUTRA no GUI 8.4 10 10 10 8 8 7 10 10 8 10 10 10 10 10 3 6 4 FREE
BIOF&T 3D 8.3 10 10 10 9 8 10 10 10 8 7 8 1 1 5 8 4 10 $2,000
MOC3D and MODFLOW 8.3 10 9 10 8 8 10 10 10 8 3 10 10 8 10 3 6 4 FREE
BIOMOC3D 8.2 10 9 10 10 10 10 10 10 10 10 10 10 10 10 10 10 10 FREE
PORFLOW 8.2 10 10 10 8 8 10 10 10 8 7 8 1 1 8 5 4 10 $5,000
SWMS_3D 8.2 10 10 10 8 10 10 10 10 8 3 3 10 9 9 4 6 4 FREE
TARGET 8.2 10 10 10 8 8 10 10 10 5 10 8 1 1 5 8 4 10 $3,000
MODPATH with ARGUS 8.1 10 9 8 1 1 10 10 10 8 7 8 10 10 10 8 10 10 **
SEAM3D with ARGUS 8.1 10 9 8 6 8 10 10 10 5 10 8 1 1 10 8 6 10 *
CHEMFLUX2D with SVFLUX2D 8.0 10 10 10 8 8 7 10 10 8 7 8 1 1 6 8 7 10 $4,000
BIOF&T 2D 8.0 10 10 10 9 8 7 10 10 8 7 8 1 1 5 8 4 10 $1,000
WHI UNSAT SUITE 8.0 10 1 10 8 8 7 10 10 8 10 8 10 7 10 8 10 10 $700
HST3D with ARGUS 7.9 5 9 10 8 8 10 10 3 8 7 8 10 1 10 8 4 10 **
MARS 7.9 5 10 10 9 8 10 10 7 5 10 8 1 1 5 8 4 10 $3,000
FRAC3DVS 7.9 10 10 10 5 8 10 10 10 5 10 8 1 1 5 8 4 10 $3,000
VAM2D 7.9 10 10 10 8 8 9 10 7 5 10 8 1 1 5 8 4 10 $2,000
CHAIN2D 7.8 10 10 10 8 10 9 10 8 8 3 9 10 8 3 1 6 4 FREE
3DFATMIC no GUI 7.8 10 10 10 10 8 10 10 3 8 3 9 10 8 6 1 6 4 FREE
MAGNAS 7.8 5 10 10 8 10 10 7 10 5 10 8 1 1 5 5 5 10 $20,000
HST3D no GUI 7.8 5 9 10 8 8 10 10 3 8 10 10 10 10 10 3 3 4 FREE
UTCHEM and MODFLOW no GUI 7.7 10 10 10 10 8 10 10 3 5 3 9 10 6 8 3 3 4 FREE
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 Simulation Setup, Execution, and Validation 

The list below is a suggested process for developing and running a pipeline leakage model. Each 
of the key steps listed are then detailed in the subsequent subsections. 

 Develop a physical model with required features and grid resolution 

 Incorporate grid cell properties 

 Incorporate fluid properties 

 Run numerical simulations 

 Validate/calibrate model output 

Step 1: Develop a Physical Model with Required Features and Grid Resolution 

Defining the geometry of the model includes determining the scale, features to be represented, and 
the horizons to be included. The model may be a representation of an actual specific installation, 
in which case detailed information about the installation procedure, pipeline characteristics, 
topography, geology, and hydrogeology may be required depending on the level of accuracy of 
the model required. If the model is intended to be a generalized representation of an installation, 
typical features and properties may be obtained from the literature to guide the model definition. 

The scale of the installation to be modeled is a direct function of the leakage event and the horizons 
of interest, and may range from a few meters in length to kilometers, depending on the pipeline 
system of interest as defined by the problem definition. It should be noted that if the model is a 
partial representation of the system, the boundaries of the model should be defined to avoid 
artificial boundary effects that would modify the system behavior. 

The grid resolution of the model should be defined based upon the resolution of output required 
while optimizing for computational requirements.  If specific areas within the geometric model are 
of particular interest, it may be warranted to increase the grid resolution in a specific location. For 
example, a higher resolution grid may be warranted closer to the leakage point or to a sensitive 
area or feature of interest (e.g. wetland, river crossing). 

Selected features of the model may require specific boundary conditions. For example, the pipeline 
may be represented as grid locations with no permeability, therefore comprising an internal 
boundary through which no flow is allowed.  The model’s edge should be defined such that the 
boundary conditions allow the model to behave, as far as possible, in a similar fashion to the real 
system.  For example, a Dirichlet boundary condition may be imposed upon the outer boundaries 
by prescribing their thermodynamic conditions (e.g. pressure and temperature) and the volume of 
the boundary cells may be set as "very large" relative to the other cells in the grid to mimic an 
open, or infinite-acting, condition. 
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Step 2: Incorporate Grid Cell Properties 

Each of the grid cells should be defined. Relevant properties likely to be required include: 

• Porosity. 

• Permeability. 

• Moisture content. 

• Temperature to initialize 

The different approaches that may be used to define the fluid in order of increasing complexity 
and accuracy are: 

 Parameters based upon typical values: use parameters available from literature and/or 
correlations to estimate properties. 

 Estimated property values from laboratory simulation(s): use of small, medium, and/or large 
scale simulations with the aim of replicating field conditions where possible. Measure the 
relevant properties. 

 Measure property values from a study area or installation: measurements from a real system. 
Note that representative values are required, parameters may vary significantly around and 
along a pipeline. 

The chosen approach will be a function of the trade-off between accuracy of the results and effort 
required to obtain the properties. 

Step 3: Incorporate Fluid Properties 

Depending on the complexity of the fluid to be modeled, it may not be possible to include all of 
the fluid components in the model.  The different approaches that can be used to define the fluid 
in order of increasing complexity and accuracy are: 

 Represent complex fluids as one component; either as a generalized component or as the 
component with the largest concentration: 

• Not appropriate if individual component resolution is required 

• May not be useful if individual components have significantly different physiochemical 
properties 

 Lump components into a simplified fluid: 

• Lumping may be based upon a number of properties or characteristics (e.g. critical 
parameters, equivalent carbon number, other parameters) 
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 Include the total fluid composition: 

• Likely to be computationally expensive and may not be required for the desired outcome 
of the model 

• The availability of relevant properties for all components may be limited 

The model will define the fluid properties to be required, these will likely include: 

• Critical properties 

• Solubility 

• Solid sorption 

• Biodegradation 

• Vapor pressure 

• Parachor 

• Ascentric factor 

In some instances, these may be included in the underlying component library of the numerical 
model. 

Step 4: Run Numerical Simulations 

A key consideration in modeling the leakage event is establishing a realistic baseline for the model.  
It may therefore be warranted to run the model for a significant portion of time before the leak is 
initiated to allow the model to reach a representative steady state for key parameters such as soil 
temperature and soil moisture distribution.  There are different approaches to define the leak in the 
model, the best of which will be based on the nature of the leaked fluid and the properties of the 
leak.  These leak definition approaches include defining a mass flow from a grid or as a pressure 
event through an orifice. The duration of the leakage event modeled will be guided by the problem 
definition.  Care should be taken that the system is not experiencing artificial boundary effects as 
the model proceeds. 

Step 5: Validate/Calibrate Model Output 

Numerous factors should be checked to ensure that the model has proceeded as desired and has 
yielded realistic results. For example, it should be verified that: 

• mass is conserved in the model; 

• the internal and external boundary conditions imposed yielded realistic results; and 
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• the size of the model is sufficient to accommodate the leakage event. 

Following these verifications, the results of the model validation should be analyzed to determine 
if the agreement is considered appropriate. As is the case with all modeling simulations, confidence 
in the result would be greatly increased through validation of the results against experimental 
simulations.  The nature of the experimental simulations will be a function of the modeling but 
can include: 

• Small scale batch studies; 

• Soil column tests; and/or 

• Larger vessel based simulation. 

It may also be possible to validate, to a certain extent, against similarly reported leakage events in 
the literature.  In all instances, a relevant form of model validation is recommended. Any issues 
identified in the result validation task are usually related to simplifying assumptions. If this is the 
case, the assumptions should be revised and the five step process presented at the beginning of this 
section should be repeated. 

 Interpretation of Results 

Previous sections in this document have provided information about some of the factors considered 
by AITF to be important when defining the required outcome of leakage modelling (i.e. fluid leak 
characteristics and the anticipated scale of potential impacts), the development of numerical 
simulations for a particular site, how to select an appropriate modelling package and indicative 
costs involved. This section provides guidance on how to interpret the information gathered and 
furthermore to use that information as a vendor selection tool. 

Results may be divided into two main categories including (i) Laboratory based data, and (ii) 
Numerical simulation data and calculations. Typically, as described above, laboratory-based data 
will be used to define and/or refine numerical model input parameters. Numerical simulations 
provide a large amount of data which must be checked for accuracy, consistency and interpreted 
within the context of the problem. 

Laboratory Data 

Laboratory-derived data and empirical observations of product leakage obtained under controlled 
experimental conditions may provide useful information about the processes controlling leaked 
fluid migration. Furthermore, the rate of migration, breakthrough of liquids and gases at reference 
locations, thermal effects and even displacement of the porous media may allow decisions to be 
made about the type of sensors and positioning of sensors within the pipeline system. In this case, 
“system” refers to the pipeline, trench fill, and undisturbed soils surrounding the trench along the 
pipeline right of way. In addition, laboratory tests provide information which may be used to 
compare with numerical simulations of the system. These comparisons allow the user to assess 



 
Appendix C –Thermal Distribution and Leak Propagation Modeling 

 C.18 

how successful the numerical models are at capturing the key processes, and also the sensitivity of 
the numerical model to bounding parameters such as soil porosity and permeability, soil 
temperature and soil moisture. With confidence in the numerical model for small to medium scale, 
and knowledge about the limitations around scaling, the confidence and limitations of a field-scale 
model may be increased. 

With respect to the leakage of liquids and gases from buried pipelines, certain aspects of the 
laboratory simulation of leak migration may be useful in order to determine what species may be 
important to measure, where to measure those species, when will the species be measurable and 
for how long. Specific processes and associated laboratory measurements may include: 

• The presence and dispersion behavior of liquid or vapor phase hydrocarbons on soil around 
the pipe and in the trench. 

• The rate of migration of liquids and gases through soils. 

• Cooling or heating effects related to liquid and/or gas leakage into a soil. 

• The surface breakthrough time of one or more species of interest. 

• The physical properties and chemical composition of liquids and gases leaked, as well as those 
migrating through soil and above the ground surface. 

• Determine whether there is a relatively large reservoir of gas or volatile species evolved from 
released liquids. If so, the presence of volatile flux through soils and into the atmosphere may 
be sustained for days to weeks following initial leakage. This provides information about the 
leak detection timeframe of interest to leak detection vendors. 

Numerical Modelling Data and Calculations 

It is important to note that numerical modelling may provide a large amount of information, and 
so the challenge is to focus upon specific features of direct interest to leak detection. These include 
the same list of features provided in this section relevant to laboratory measurement, but also how 
these features may change over time. For example, modelling allows the forward prediction of the 
ongoing behavior of leaked liquids and gases long after the simulated leakage event. This is 
typically not possible to measure in the laboratory due to limitations and constraints upon budgets 
and timescales. 

The processing of numerical data and comparison to laboratory and other supplemental data will 
be covered in more detail in later sections. 
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C.3 VALIDATION OF MODELING GUIDELINES 

 The Collection of Experimental Data for Comparison with Numerical Predictions  

This section provides general guidance around the design of bench-scale tests and the selection of 
measurements required. Design and measurement choices then guide choices related to the 
location, number and type of sensors required. Finally, the operating parameters of the leakage 
simulation allow the duration and frequency of required measurements to be determined.  

To the author’s knowledge, no specific guidelines exist in the general literature for the specific 
types of experimental and/or numerical simulation work discussed. Rather, the information 
provided is derived from internal technical and scientific expertise and includes processes followed 
specifically in bench-scale, pilot-scale and numerical simulations of pipeline leakage.  

In any generic bench-scale experimental simulation of pipeline leakage, the intention is to replicate 
as closely as possible key processes and conditions of interest in the real system in order to provide 
useful information about the behavior of solids, liquids and gases and/or other parameters. 
Observations and predictions of the behavior of these parameters provide supporting information 
related to decisions about short term pipeline leak detection and spill response, as well as longer 
term remediation and reclamation of leaked products within the environment. There are always 
physical and numerical scaling considerations when extrapolating observations and numerical 
predictions from bench- and pilot-scale processes to the real environment. These considerations 
include the system geometry, volumes of solids and liquids, the degree of heterogeneity of a real 
system, the time scale of simulations. These factors must be taken into account where necessary 
during the construction and interpretation of field-scale numerical simulations (Pujol and Bobert, 
1972).  

Some important considerations when designing laboratory and pilot-scale pipeline leakage tests, 
and how these relate to real systems, include: 

• Parameters of Interest 

• Ensure that the outcome of bench-scale and/or field-scale tests will provide sufficient 
information to compare empirical data to the numerical simulation output. 

• Consider the measurements of interest with regard to leak detection of liquids and/or gases 
in the real system. 

• Be aware of the limitations of both experimental approaches and numerical simulations 
when attempting to compare parameters. For example, consider edge effects, scaling- and 
time limitations within bench-scale systems which are not a limiting factor for numerical 
simulations. 

• Operating Conditions and Required Information 
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• It is useful to be aware of the eventual comparisons required so that specific features and 
processes may be included in the design of experimental and numerical simulations. For 
example, if a specific gas species is of interest for leak detection purposes, ensure that the 
numerical simulation specifically includes that species. 

• Sensor Selection and Installation 

• The choice of sensors for bench-scale simulations is limited by scale, budget and often the 
design of the experiment. Select, if possible, sensors which provide sufficient accuracy, 
precision and measurement frequency to provide useful information within the timescale 
of the process under study. 

• Attempt where possible not to introduce errors or process changing features when installing 
sensors. For example, the inclusion of large sensors or the creation of linear features may 
result in the creation of preferential liquid and/or gas flow paths within the bench-scale 
system. The outcome is a system where artificial features affect leak behaviour which may 
not be present in the numerical simulation. 

• Any artifacts unintentionally introduced into a bench-scale system must also be included 
into any associated numerical simulation if the predicted leakage behaviour is to be 
successfully simulated. 

• Sensor installation must conform to the operator’s instructions and operating conditions 
during each test and they must fall within the stated operating limits and calibration limits 
of each sensor. 

• Sensors should be calibrated before and after the bench-scale test in order to minimize the 
chances of incorrect measurements and/or to correct for sensor drift. 

• Data Quality and Data Processing 

• The quality of sensor data should be checked independently (i.e. sensor calibration). Where 
possible, it is useful to have redundant sensors and/or a complimentary method of 
measurement which provides confirmation that the data acquired are correct and useful. 

Overall, bench-scale design, numerical simulations, data acquisition methods and predicted 
parameter values should provide an internally consistent dataset. This provides confidence that the 
numerical simulation has captured the key processes occurring during leakage, and also 
reassurance that simulations of larger scale and longer timescale are providing useful information 
with which to inform the decision-making processes. 

Where variations or discrepancies occur between the physical and numerical systems, an 
assessment of the nature, magnitude and implications of those variations should be undertaken in 
order to understand if adjustments are required to the numerical simulation to improve its 
performance. 
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 Laboratory Leakage Simulation and Results  

  Experimental Setup and Conditions 

In order to demonstrate the comparison of the chosen numerical model with empirical data, a 
bench-scale test was developed and completed. For the purposes of this study, laboratory bench-
scale tests were required to assess the migration of dilbit, gases and temperature changes within a 
sand box test. Figure C.2 summarizes the key components of the experimental system and 
Figure C.3 as well as Figure C.4 provide a summary of the bench-scale system setup. 

 

Figure C.2  Schematic Showing the Main Experimental Components of the Bench-scale Leakage 
Simulation (PSV= Pressure Safety Valve, PVC = polyvinylchloride, HCV1 = hydraulic Control 

Valve, DAQ = Data Acquisition, PID = Photoionization Detector, TE = Thermocouple) 
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Figure C.3  Bench-scale Pipeline Leakage Simulator and Associated Apparatus 

 

Figure C.4  Dilbit Sample as Received and the Two-liter (0.5 gal) Heated Piston Accumulator Ready 
for the Bench-scale Test 
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The bench-scale test was set up to specifically incorporate parameters of interest to leak detection 
and to replicate, albeit at a much smaller scale, the key processes typical of pipeline leakage. As 
such, the overall geometry of the system was designed to replicate the trench environment in that 
leakage is simulated within a compacted homogenized porous medium to emulate mixed 
compacted trench backfill. A layer of gravel was laid on the underside of the pipe to emulate the 
haunch zone typical of many pipelines. And finally, dilbit was leaked at a temperature above 
ambient soil temperature and was injected at a constant mass flow rate into the sand from the 
underside of the pipe. It was recognized from previous work (Brydie et al., 2015; National 
Academies of Sciences, Engineering and Medicine, 2016) that dissolved gases are an important 
component of the dilbit and that gases would be expected to exsolve from the liquid and migrate 
within the sand surrounding the pipe during leakage. As such, a sample, of the dilbit used in the 
laboratory leakage simulation was analyzed to assess the amount of dissolved gases. The dilbit 
composition is summarized in Table C.3. 

Component 

Name 

Density 

(g/mL) 

Molecular 

Weight 
(g/mol) 

Mass 

% 

Mole 

% 

Component 

Name 

Density 

(g/mL) 

Molecular 

Weight 
(g/mol) 

Mass 

% 

Mole 

% 

C2 0.4500 30.08 0.002 0.023 nC12 0.7487 170.34 0.829 1.360 

C3 0.5200 44.10 0.006 0.039 nC13 0.7564 184.37 0.945 1.432 

iC4 0.5490 58.12 0.043 0.208 nC14 0.7628 198.39 0.993 1.399 

nC4 0.5788 58.12 0.287 1.379 nC15 0.7685 212.42 1.239 1.629 

iC5 0.6201 72.15 2.648 10.256 nC16 0.7733 226.45 1.278 1.578 

nC5 0.6262 72.15 2.990 11.580 nC17 0.7780 240.48 1.400 1.627 

nC6 0.6603 86.18 3.218 10.434 nC18 0.7820 254.51 1.593 1.749 

m-cyclo-C5 0.7486 84.16 0.436 1.448 nC19 0.7855 268.53 1.526 1.588 

Benzene 0.8765 78.12 0.158 0.564 nC20 0.7886 282.56 1.639 1.621 

Cyclo-C6 0.7785 84.16 0.365 1.213 nC21 0.7919 296.59 1.514 1.427 

nC7 0.6837 100.21 1.605 4.475 nC22 0.7944 310.61 1.549 1.394 

m-cyclo-C6 0.7694 98.19 0.410 1.166 nC23 0.7969 324.67 1.501 1.292 

Toluene 0.8669 92.15 0.287 0.869 nC24 0.7991 338.67 1.417 1.169 

nC8 0.7025 114.22 1.313 3.214 nC25 0.8012 352.69 1.464 1.160 

C2-benzene 0.8670 106.17 0.099 0.261 nC26 0.8032 366.72 1.191 0.908 

p, m-Xylene 0.8672 106.17 0.263 0.692 nC27 0.8050 380.75 1.366 1.003 

o-Xylene 0.8802 106.17 0.085 0.222 nC28 0.8067 394.78 1.251 0.885 

nC9 0.7176 128.26 0.939 2.047 nC29 0.8083 408.80 1.364 0.932 

nC10 0.7300 142.28 1.210 2.377 C30+ 0.9000 750.00 58.741 
21.88

7 

nC11 0.7402 156.32 0.836 1.495 Total 
100.00

0 

100.0

00 

Table C.3  Summary of the Dilbit Composition Used in this Study 
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These data were used to generate pseudo components for inclusion in the numerical simulation. 
Pseudo components (Winprop, 2015) simplify the liquid composition and allow faster computation 
and therefore more efficient simulation run times (Rasmusson and Rasmusson, 2009). 

The bench-scale leakage simulation was carried out over a period of two days. The tank was set 
up on the first day where the sand and thermocouples were installed in layers below and around 
the pipeline. Sand was added in approximately 5 kg (11 lb) lifts and compacted evenly throughout 
as more sand and thermocouples were added to the system. After the test was set up, the system 
was allowed to sit overnight in a fume hood. Temperature sensors data were logged every 10 
seconds overnight to ensure data acquisition was working correctly, and that the temperature at 
each measurement location was stable prior to the leakage simulation. 

Headspace gas composition measurements were made prior to the final setup and priming of the 
dilbit injection lines using a non-destructive photo-ionization detector (PID) with parts per billion 
(ppb) accuracy (Eagle 2, RKI Instruments). This unit was calibrated using isobutylene certified 
calibration gas before and after the bench-scale leakage simulation. Headspace gas composition 
above the soil was analyzed prior to the introduction of dilbit liquid into the leakage simulation 
vessel to establish a VOC baseline prior to the experiment. In addition, an air sample was collected 
for analysis by gas chromatography.  

In order to avoid the injection of air into the sand, the dilbit supply line was primed with dilbit 
liquid immediately prior to the start of the leak test. Approximately 35 ml (1.2 fl oz) of dilbit was 
introduced into the line above the injection location until the tubing was full of liquid. The source 
reservoir tubing was then connected and liquid was injected at a rate of 25 ml (0.8 fl oz) per minute 
until the dilbit reservoir was empty. A total of 1963 ml (66.3 fl oz) was injected into the vessel at 
the bottom middle of the pipe over a period of 192.5 minutes. Including set up time and priming, 
the entire test duration was 260 minutes.  

During the leak test, further gas samples were collected at selected times during, while the 
headspace was monitored at 10 second intervals for Volatile Organic Carbon (VOC) species 
throughout the experiment. Headspace composition monitoring resulted in a continuous dataset 
from system priming till the end of the experiment. 

Temperature measurements were taken of the heated dilbit reservoir, headspace inside the tank 
and at each of the thermocouples installed in the tank above, below and axial to the injection point. 

  Thermocouple Placement and Data Acquired 

Thermocouples were installed under, and lateral to, the pipeline and along the entire length of the 
leak simulation vessel (Figure C.5). 



 
Appendix C –Thermal Distribution and Leak Propagation Modeling 

 C.25 

 

Figure C.5  (Top) Thermocouple Distribution Relative to the Vessel. Thermocouples are Numbered 
from 1 to 36. (Bottom). 

Temperature data were acquired throughout the simulated liquid leakage event and for 113 minutes 
after the end of leakage. The data acquired were grouped by layer and by their proximity to the 
single leak location (Figure C.6 to Figure C.8). 
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Figure C.6(a-d)  Recorded Temperatures at Locations Progressively Farther from the Leak Location at 5.1 cm (2 in) Above the Base of 
the Vessel 
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Figure C.7(a-d)  Recorded Temperatures at Locations Progressively Farther from the Leak Location at 7.6 cm (3 in) Above the Base of 
the Vessel 
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Figure C.8(a, b)  Recorded Temperatures at Locations Progressively Farther From the Leak Location at 12.7 cm (5 in) Above the Base of 
the Vessel 
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As anticipated, it was observed that the temperature increase is greatest close to the leak location 
where warm (36.5°C/97.7°F) dilbit is being injected into the vessel and a large differential 
temperature is present. As the dilbit migrates, thermocouples detect the increase in temperature as 
the plume intercepts individual thermocouples. The difference in response time and distance from 
the leakage location (Figure C.9) provides sufficient information to assess plume migration 
behaviour and also allows a direct comparison with similar dilbit plume development predicted by 
the numerical simulation. 

 

Figure C.9  A Comparison of Thermocouple Time-series Data Used to Assess the Plume Location 
as a Function of Time and Known Location Relative to the Leak 

  Headspace Monitoring and Analysis 

Data acquired by the PID throughout the leak test are shown in Figure C.10, along with gas 
chromatography (GC) VOC concentrations reported at the time the sample was taken. The first 
GC sample, shown at time zero, was taken 10 minutes prior to the final setup which took 67.5 
minutes, after which continuous dilbit injection started at a rate of 25 ml (0.8 fl oz) per minute and 
continued at that rate until the end of the leak test. 
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Figure C.10  Photo-ionization Detector (PID) Response Throughout the Leakage Test (Blue Data 
Points) and Volatile Organic Carbon (VOC) Concentration from Gas Chromatography Analyses of 

Headspace Samples (Black Circles) 

As mentioned, approximately 30 ml (1 fl oz) of dilbit liquid was introduced into the system during 
the priming of the injection line with fluid to prepare the system for continuous leakage. This small 
amount of liquid resulted in an initial increase in volatile organic species into the soil and overlying 
headspace within the vessel. A PID response was noted at the start of the experiment and increased 
steadily until liquid injection started at 67.5 minutes into the release test. The main gas 
breakthrough associated with leakage was seen at 74.5 minutes, which increased and stabilizes at 
1,538 ppm (+/69.4 ppm; n=437). A decrease in PID response is noted after each sample was taken 
for analysis. This was expected because approximately 10% of the headspace volume (i.e. 0.0108 
m3/0.3814 ft3) was removed during each sampling event. The continued flux of gases from the 
leaked liquid into the gas phase, and subsequently the headspace, was then observed to continue 
until a steady state headspace composition was achieved. The drop in PID concentration at 260 
minutes corresponds to the PID being removed from the system at the end of the test. 

Gas samples were taken by pumping a homogenized headspace sample into a Tedlar© bag using 
the exhaust vent of the PID. Samples were analyzed within 24 hours by gas chromatography to 
quantify the concentrations of gas species present. The key species of interest were those known 
from analysis (see Table D.3) to be present in the dilbit injected into the soil and under the pipe to 
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simulate leakage. Gas samples were taken prior to any dilbit leakage (Baseline), when the gas 
concentration (i.e. PID measurement) started to increase at gas breakthrough, and after 1,000 ml 
(33.8 fl oz), 1,500 ml (50.7 fl oz) and 1,963 ml (66.4 fl oz) had been injected. A final gas sample 
was taken at the end of the experiment immediately prior to the excavation of the vessel. The 
composition of these gases is summarized in Table C.4 and Table C.5. 

 

Sample 
FL17-0828-001 FL17-0828-002 FL17-0828-003 

Baseline Breakthrough 
After 1 Liter  

(0.3 gal) 
Component Mole % Wt % Mole % Wt % Mole % Wt % 

C1 0.000 0.000 0.000 0.000 0.000 0.000 
C2 0.000 0.000 0.000 0.000 0.000 0.000 
C3 0.000 0.000 0.000 0.000 0.000 0.001 
iC4 0.000 0.000 0.000 0.001 0.001 0.002 
nC4 0.000 0.000 0.001 0.002 0.005 0.009 
iC5 0.000 0.000 0.003 0.006 0.011 0.026 
nC5 0.000 0.000 0.001 0.003 0.006 0.014 
cC5 0.000 0.000 0.000 0.000 0.000 0.000 

2-mC5 0.000 0.000 0.000 0.000 0.000 0.000 
3-mC5 0.000 0.000 0.000 0.000 0.000 0.000 

nC6 0.000 0.000 0.000 0.001 0.000 0.001 
mcC5 0.000 0.000 0.000 0.000 0.000 0.000 
nC7 0.000 0.000 0.000 0.000 0.000 0.000 
nC8 0.000 0.000 0.000 0.000 0.000 0.000 
nC9 0.000 0.000 0.000 0.000 0.000 0.000 
CO2 0.045 0.069 0.047 0.071 0.044 0.067 
H2S 0.000 0.000 0.000 0.000 0.000 0.000 
CO 0.000 0.000 0.000 0.000 0.000 0.000 

Helium 0.000 0.000 0.000 0.000 0.000 0.000 
Hydrogen 0.007 0.000 0.007 0.001 0.008 0.001 
Oxygen 21.198 23.503 21.187 23.489 21.223 23.523 
Nitrogen 78.750 76.428 78.753 76.426 78.701 76.355 

Total 100.000 100.000 100.000 100.000 100.000 100.000 
Wt% = Composition by weight. Mole % = Molar composition. Totals are normalized to total gas. 

Table C.4  Summary of the Headspace Gas Composition During the Laboratory Leakage 
Simulation up to the Mid-point of the Leak Test 
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Sample 
FL17-0828-004 FL17-0828-005 FL17-0828-006 
After 1.5 Liter 

(0.4 gal) 
End of leakage End of Experiment 

Compone
nt 

Mole % Wt % Mole % Wt % Mole % Wt % 

C1 0.000 0.000 0.000 0.000 0.000 0.000 
C2 0.000 0.000 0.000 0.000 0.000 0.000 
C3 0.000 0.001 0.001 0.001 0.001 0.001 
iC4 0.001 0.003 0.002 0.003 0.003 0.006 
nC4 0.005 0.010 0.007 0.015 0.012 0.023 
iC5 0.012 0.031 0.021 0.052 0.036 0.090 
nC5 0.006 0.016 0.012 0.031 0.021 0.052 
cC5 0.000 0.000 0.000 0.001 0.001 0.001 

2-mC5 0.000 0.001 0.001 0.003 0.001 0.003 
3-mC5 0.000 0.000 0.000 0.001 0.000 0.001 

nC6 0.000 0.001 0.001 0.003 0.001 0.002 
mcC5 0.000 0.000 0.000 0.000 0.000 0.000 
nC7 0.000 0.000 0.000 0.000 0.000 0.000 
nC8 0.000 0.000 0.000 0.000 0.000 0.000 
nC9 0.000 0.000 0.000 0.000 0.000 0.000 
CO2 0.044 0.068 0.046 0.070 0.044 0.068 
H2S 0.000 0.000 0.000 0.000 0.000 0.000 
CO 0.000 0.000 0.000 0.000 0.000 0.000 

Helium 0.000 0.000 0.000 0.000 0.000 0.000 
Hydrogen 0.008 0.001 0.007 0.000 0.008 0.001 
Oxygen 21.180 23.475 21.183 23.471 21.212 23.493 
Nitrogen 78.742 76.395 78.718 76.347 78.661 76.259 

Total 100.000 100.000 100.000 100.000 100.000 100.000 
Wt% = Composition by weight. Mole % = Molar composition. Totals are normalized to total gas. 

Table C.5  Summary of the Headspace Gas Composition During the Laboratory Leakage 
Simulation Towards the End of the Leak Test 

  Post-Test Excavation of the Vessel 

The leak simulation vessel was excavated immediately following the experiment in order to assess 
plume characteristics before further potential liquid migration took place. Layers of sand were 
progressively removed from the top surface downwards to the base of the vessel. Photographs 
were taken of each layer and the dilbit plume and plume dimensions were recorded. The following 
observations were made during the excavation process: 

• No unintended liquid leakage was noted (e.g. inside the pipe at the injector location). 
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• Dilbit did not reach either end of the leak simulation vessel or the side walls, suggesting that 
edge effects were minimized in terms of plume migration behaviour. 

• The first encounter with the dilbit plume occurred half way up the side of the pipe at the injector 
location. 

• The plume is symmetrical away from the leak location, with greater plume migration along the 
underside of the pipe; corresponding to the location of the gravel layer immediately beneath 
the pipe. 

• The plume infiltrated downwards with a circular footprint directly below the leak source. 

• The placement of thermocouples, intended to capture dilbit migration, appeared to be well 
placed. 

Figure C.11 provides a summary of the excavation process. These empirical observations were 
used to help interpret and to support conclusions made from thermocouple data, as well as to 
compare with numerical simulation predictions of the liquid footprint at the end of the experiment. 
As the dilbit liquid migrates through the sand, it degases and cools towards the ambient 
temperature. This increases the viscosity of the liquid, reducing it migration rate and distance 
(Brydie et al., 2017; Tsaprailis, 2013). 

It is noted that this type of excavation and plume assessment is only considered to be possible with 
a relatively viscous liquid product. Lighter products such as gasoline, condensate or similar 
disperse and degas too quickly within the experimental vessel and so are not amenable to post-
experimental excavation.
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Figure C.11  Excavation of the Leak Simulation Vessel to Establish Dilbit Plume Characteristics. (a-g) the Progressive Excavation of the 
Vessel to Reveal the Spatial Extent of the Liquid Plume Relative to the Pipe



 
Appendix C –Thermal Distribution and Leak Propagation Modeling 

C.35 

 The Processing and Analysis of Experimental Data 

These guidelines cover the selection and installation of appropriate instrumentation, as well as 
recommendations on how to process and analyze the experimental data so that it may be compared 
to the numerical simulation output. Given the large variety of potential experimental work and 
measurements available to support laboratory simulations of pipeline leakage, the intention is not 
to provide a comprehensive review of how to select sensors and laboratory equipment, but rather 
to cover the rationale for choosing sensors within the current study. However, given that liquid, 
gas and thermal effects are the primary features of interest in most subsurface liquid or gas pipeline 
leakage events, the information presented here is considered to be useful for many applications. 

Data collected in this study were collected using different acquisition methods and instruments and 
so the data were processed and collated to generate a database of the bench-scale test. 

Liquid Migration 

The detection of liquid dilbit migration, and the subsequent development of a liquid plume within 
the sand surrounding the pipe, were achieved by using thermocouples to detect changes in soil 
temperature. Each thermocouple was logged at 10 second intervals and the relative response above 
ambient conditions was determined. Data channels were logged using an Agilent multichannel 
analyzer which can monitor up to 40 separate channels. These data were saved as a comma 
separated value (CSV) file which was imported into Microsoft Excel as a delimited data file. A 
database of time-stamped measurements was then compiled to allow the comparison of 
temperature profiles throughout the system as a function of their spatial location. In all cases, 
temperature measurements were adjusted to show the timing and relative change in temperature at 
each location. As such, each thermocouple dataset was adjusted by removing the initial ambient 
temperature from all subsequent measurements.  

Temperature Effects 

As temperature data were used as a proxy for the detection of fluid presence, no further data 
treatment was possible. Within the temperature database created in Microsoft Excel, the maximum 
changes and locations related to leakage may be determined by analyzing the data available. 

Gas Migration 

Gas detection was performed using a dedicated gas analyzer (RKI Instruments Eagle 2) which 
allows continuous non-destructive sample analysis by using a photoionization (PID) detector. The 
gas analysis interval selected was the same as for the thermocouples (i.e. 10 seconds). These data 
must be transferred from the device memory into computer based software. Data were transferred 
and exported as a comma separated value (CSV) file which was imported into Microsoft Excel as 
a delimited data file. These data were collated with all other data to develop a database of 
information about the leakage simulation. 
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Additional Information 

In addition to the data collected by various instruments and sensors during the bench-scale test, 
some of the most important information was recorded by hand in a laboratory notebook which was 
updated after each action and significant event during experimental preparation, the test itself and 
any subsequent related activities. The information recorded was then manually added to the 
electronic database in the form of notes at each pertinent time step. This information is of critical 
importance when trying to understand the context of measurements and the outcome(s) of the 
bench-scale tests. 

  Numerical Simulation of the Bench-Scale Leakage Test 

A numerical simulation of the bench-scale leakage experiment was developed using STARS 
(STARS, 2013). CMG STARS is a commercially available numerical simulator which allows the 
simulation of multi-component, multiphase flow and dissolution processes of gases, water and 
volatile organic compounds and geo-mechanical modelling under isothermal and non-isothermal 
conditions. The model platform originated in the oil and gas industry as a reservoir simulation tool 
and has been successfully used for a number of reservoir, near-surface and laboratory based 
process simulations.  

The bounding parameters of the numerical model were derived from physical information about 
the bench-scale apparatus, solids and liquids. The sequence of events and timing during the leakage 
test were also used to populate the sequence of simulated events. Specific information included: 

• Model scale: 74.3 cm (29.25 in) long x 29.2 cm (11.5 in) wide x 27.9 cm (11 in) deep  

• Mesh properties: A total of 44,457 grid blocks were included in the model at 1 cm (0.4 in) grid 
resolution. 4,161 of these grid blocks made up the pipe and so are non-active, leaving a total 
of 40,296 active grid blocks. 

• Model geometry: symmetrical and flat. 

• Soil porosity: 45 %. 

• Soil horizontal permeability conditions: 7,000 milliDarcy (mD). 

• Soil vertical permeability conditions: 700 mD. 

• Haunch zone below the pipe: a 2-cm (0.8 in) thick layer of gravel with a permeability of 1,100 
mD. 

• Sand moisture content: Initially 10 wt% water was added to dry sand. 

• Leaked product: Access Western Blend (AWB) diluted bitumen. 

• Product temperature in pipeline: Ambient laboratory condition of 20°C +/- 2°C (68°F 
+/- 3.6 °F). 
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• Initial soil temperature: 19.2°C (66.6°F). 

• Pipe Diameter: An 8.9 cm (3.5 inch) diameter pipe was included with grid blocks inside the 
pipe set with non-reactive and no flow boundaries. 

• Leakage scenario: Single point leak at 25 ml (0.8 fl oz) per minute. 

• Model initialization duration: The model was initialized for 24 hours in order to match the 
bench-scale workflow. 

• Leakage duration: 192.5 minutes. 

The description of these parameters and their use in developing the numerical simulation to 
compare with the bench-scale system was discussed in Section C.2. 

  Dilbit Liquid Model Composition 

Dilbit is composed of a large number of individual organic species, each with their own physico-
chemical properties and thermodynamic behavior. The numerical processing capacity and time 
required to accommodate all of the organic species present quickly becomes prohibitive and 
models struggle to converge due to the large number of calculations and time steps required. To 
reduce the processing requirements and run time required, there are two main approaches. One 
option is to treat the fluid as a single liquid with the chemical properties of the predominant 
component and to assign physical constants and calculated critical properties required by the model 
to assign the equation of state (Kolvev, 2007). However, this single component or “black oil” 
model has limitations related to modeling the behavior of selected components in the oil, water 
and gas phases. A second option is to group compounds within the oil-phase based upon their 
similarity in physical composition, chemical reactivity and properties (Battistelli, 2004, 2008; 
Rasmusson and Rasmusson, 2009).  Constituents are divided into subgroups where a range of 
similar species are grouped and an Equivalent Carbon Number (EC) is assigned based upon the 
mean properties of the mixture and the closest single compound exhibiting those mean properties 
(Gustafson, 1997). Table C.6 provides summarizes the mole fractions and equivalent EC numbers 
used in this study. 

Dilbit Fraction (EC #) Dilbit Composition Dilbit (Mole Fraction) 

1 C3H8 4.36E-04 

2 NC4 1.21E-02 

3 NC5 2.14E-01 

4 NC6 1.5E-01 

5 NC7+ 6.23E-01 
Note: NC7+ includes all species heavier than NC6. 

Table C.6  Grouped Components Used to Model Dilbit 
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  The Model Mesh 

Figure C.12 provides two- and three dimensional views of the numerical model mesh and intrinsic 
permeability values assigned to different zones within the mesh. 

 

Figure C.12  Views of the Numerical Simulation Mesh. (a) 3D view of the permeability, (b) cross-
section along the pipe showing the leak location, (c and d) cross axis and along axis two 

dimensional views 

Although the simulation was run from the start of leakage until the end of the experiment, only 
selected time steps are provided here to illustrate the type of output generated by the model. Output 
of interest included liquid migration, gas migration and temperature changes resulting from dilbit 
leakage into the experimental system. 

  Liquid Dispersion 

The predicted dispersion of the dilbit plume is shown as Oil Saturation within individual grid 
blocks at selected times including 70, 85, 94, 130, 147 and 260 minutes is shown in Figure C.13 
and Figure C.14. These time steps correspond to leaked dilbit volumes of 62.5 ml (2.1 fl oz), 437.5 
ml (14.8 fl oz), 662.5 ml (22.4 fl oz), 1,562.5 ml (52.8 fl oz) and 1,963 ml (66.4 fl oz), respectively, 
and were chosen to show the spatial extent of the plume throughout the leakage test. Grid blocks 
represent the extent of the soil. The model was run as an open system with a headspace (or 
atmospheric) layer represented by a thin layer located above the sand surface. Open system 
conditions were appropriate because a pressure relief valve was present in the bench scale model 
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to prevent a progressive increase in headspace gas pressure. This inclusion of a pressure relief 
valve is similar to commercial flux chamber designs (Xu et al., 2006) 

 

Figure C.13  Predicted Dispersion of Dilbit Along the Pipe as a Function of Time and Liquid 
Injected (the cross-section is through the injector) 

Dilbit liquid is predicted to travel preferentially along the underside of the pipe, followed by the 
downward development of a dilbit plume towards the bottom of the leak simulation vessel. The 
preferential flow along the pipe results in an elongated plume shape. 
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Figure C.14  Predicted Dispersion of Dilbit across the Pipe as a Function of Time and Liquid 
Injected (the cross-section is through the injector) 

The cross-section through the leak location illustrates how the dilbit plume develops over time and 
eventually sinks to the bottom of the leak test vessel. Combined with the behaviour noted along 
the pipe at the same time steps (see Figure C.14), the dispersion of the plume is clearly 
summarized. The spatial extent of the numerical simulation may be compared directly with 
thermocouple data within the bench-scale model to assess how well the simulation matches the 
measured leak.   

  Temperature Changes Associated with Leakage 

As the warm (36°C [96.8°F]) dilbit is injected into the 18°C (64.4°F) vessel to simulate leakage, 
the differential temperature results in a hotspot close to the leak point, with temperature decaying 
to ambient temperature within a short distance (Figure C.15). 



 
Appendix C –Thermal Distribution and Leak Propagation Modeling 

 C.41 

 

Figure C.15  Predicted Temperature Distribution at the Base of the Pipe (White) at the End of Dilbit 
Leakage 

The thermal footprint of leakage is smaller than the liquid plume because the edges of the liquid 
plume cool as migration progresses. 

  Gas Migration 

Gas migration was predicted for nC3, nC4, nC5 and nC6. Pentane (nC5) is the predominant gas 
species at 80% of the VOCs present in the gas phase. Figure C.16 shows pentane dispersion along 
the pipe at selected time steps. The simulation assumed open headspace conditions as there was a 
pressure relief valve in the system and headspace pressure did not increase during the test. 
However, although a valve was open to avoid over pressurization in the headspace, the rate of gas 
release from the headspace is slow and so in reality, the system behaved as a semi-closed system. 
The headspace used in the simulations was the same as that measured in the vessel. 
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Figure C.16  Pentane Gas Migration Over Time From the Initial Leakage to the End of the Test (the 
Scale is in Mole Fraction nC5) 

The lateral migration of pentane gas at the leak location for the same time steps is shown in 
Figure C.17.  
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Figure C.17  The Lateral Migration of nC5 at Selected Time Steps Close to the Leak Location 

The migration of gas species is more rapid than the liquid migration and the gas plume travels 
ahead of the liquid, migrating through the sand and upwards towards the headspace. As long as the 
leaked liquid contains dissolved gases, gas will continue to exsolve from the liquid plume until the 
source is depleted. This process is known as “evaporative weathering” (Yarranton et al., 2015). 

 The Comparison of Numerical Models and Empirical Data 

In this study, the parameters selected for comparison included 1) liquid dispersion characteristics, 
2) temperature changes associated with leakage and 3) gas migration characteristics. The 
comparison of these characteristics, considered the most useful for understanding the 
characteristics of the leakage event, is discussed below. A summary of individual parameters, and 
the reason for comparisons, is provided in Table C.7.  
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Parameter 
of Interest Leakage Feature Bench-scale 

Measurement 
Numerical 
Prediction Comparison(s) 

Liquid Liquid migration 
direction 

Temperature 
change as warm 

liquid migrates into 
cooler sand 

Fluid migration at 
selected time 

steps 

Migration along x, y 
and z axes away 

from the leak location 

Thermocouple 
measurements 

distributed within 
the vessel along 

and below the pipe 

Temperature 
changes 

throughout the 
model 

Measured 
temperatures across 
the vessel at selected 

time vs. predicted 
temperatures at 
similar times and 

locations. 

Physical excavation 
of the soil at the end 

of the leak test 

Fluid migration at 
the end of the 

leak test 

Plume extent at end 
of bench test vs. last 
numerical model time 

step during active 
leakage 

Temperature 
change 

Liquid plume 
development 

Timing of significant 
temperature 

increase 

Predicted 
temperature 

profile at 
thermocouple 
locations over 

time 

Comparison of 
contoured time series 

thermocouple data 
with equivalent 

numerical predictions 

Gas 

Migration and flux 
of gases 

emanating from 
the soil into the 

headspace 
[atmosphere] from 

a liquid spill or 
natural gas leak 

Photoionization 
Detector (PID) 

response over time 
 

Gas 
chromatographic 

analyses of 
headspace samples 

during the test 

Headspace gas 
concentration 

over time 
calculated from 

the predicted gas 
species flux 

Measured vs. 
predicted headspace 

concentration of 
volatile organic 
species* in the 

headspace. 
 

Measured vs. 
predicted flux of 
volatile organic 

species across the 
sand/headspace 

interface. 
* In the case of dilbit, the predominant gas species is pentane which constitutes 79.9 wt% of the gas phase at the end of the 
bench-scale test. 

Table C.7  Comparisons Between Bench-scale Test Data and Numerical Simulation Output 

  Liquid Dispersion Characteristics 

Liquid plume development, assumed from time-series thermocouple data, supported by the 
physical excavation of the bench-scale system at the end of the test, may be compared with 
numerically predicted plume dimensions at similar time steps. The most direct comparison 
between the bench-scale test and the numerical simulation of that test is the distance travelled by 
the plume at selected time steps. Table C.8 summarizes the plume dimensions measured at the end 
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of the leak test, compared with simulated dispersion at the same time. Measurements were taken 
at three elevations within the model corresponding to the thermocouple placement within the leak 
vessel, as well as at the base after all of the sand had been removed. 

 Measured Plume Extent Simulated Plume Extent 

Elevation Above 
Base of Tank Across Pipe Along Pipe Across to Pipe* Along Pipe* 

12.6 cm (4.9 in) No dilbit No dilbit No dilbit No dilbit 

7.6 cm (3.0 in) 20.3 cm (8.0 in) 57.2 cm (22.5 in) 21 cm (8.3 in) 55.0 cm (21.7 in) 

5.1 cm (2.0 in) 20.3 cm (8.0 in) 48.3 cm (19.0 in) 19.0 cm (7.5 in) 47.0 cm (18.5 in) 

Base of Vessel 21.6 cm (8.5 in) 36.2 cm (14.25 in) 17.0 cm (6.7 in) 33.0 cm (12.9 in) 

* Measurements from the simulation output are at 1 cm resolution due to the resolution of the model mesh. 

Table C.8  Measured Versus Simulated Dilbit Liquid Plume Dimensions at the End of the Leak Test 

From the information presented in Table C.8, the shape of the plume at the end of the experiment 
is similar for each elevation measured. All simulated plume measurements are within 6.4% of the 
measured value except for the base of the vessel where the simulation underestimates the plume 
dimension. This would be expected at the base because gravity drainage of the liquid will continue 
beyond the period of active leakage, resulting in a larger footprint of dilbit on the base of the tank. 
In reality, there would be no impermeable base and so the simulation is considered to adequately 
capture the liquid migration. 

Figure C.18 compares the distance travelled by the liquid plume parallel to the pipe as a function 
of time. Thermocouple data were used to assess the breakthrough time and so the distance from 
the leak source was measured. Thermocouple breakthrough time identifications become more 
difficult farther from the leak source because the liquid is cooling as it migrates and so there is a 
small differential temperature as the plume travels. This is evident in Figure C.19 where 
thermocouple data are limited to a distance of 33 cm (13.0 in) from the leak source. 
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Figure C.18  Comparison of Predicted Plume Distance and the Breakthrough Time of the Plume 
from Thermocouple Data (Error Bars on Simulation Data Refer to the +/- 1 cm (0.4 in) Grid 

Resolution) 

The breakthrough time of the plume from thermocouples provides a good indication of when the 
liquid plume intercepted the tip of the thermocouple. Given the physical arrangement of the 
thermocouples, it is only appropriate to compare plume migration along the axis of the pipe. As a 
semi-quantitative comparison, the simulation slightly overestimates the rate of plume migration. 
This may be due to a number of factors related to the physical system (i.e. fluid properties, variable 
moisture content of the sand, differential compaction of the sand resulting in changing porosity 
and permeability, and relative permeability differences in the system among others).  

Given that the trend of liquid migration and the overall plume dimensions are similar, the 
simulation is considered to adequately capture the liquid migration behaviour. 

  Temperature Changes Associated with Leakage 

Measured changes to the ambient soil or sand temperature at defined locations within the bench-
scale system may be compared to similar locations within the numerical model mesh over time 
and as a function of liquid plume migration data. There are several features of interest when 
comparing temperature time series data including: 

• Predicted temperature vs. measured temperature 
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• Ideally, the predicted temperature at selected locations will be similar to measured 
temperatures at the same locations within the physical system. 

• Events such as the breakthrough of the liquid plume at each thermocouple location, 
accompanied by an increase in temperature, should occur within a similar timescale. 

• Events which occur in the physical simulation that are not predicted by the numerical 
simulation. 

• Given the complexity of the real system in comparison to the numerical simulation, events 
may occur which may not be predicted by the simulation. Where this happens, the goal is 
to understand what happened within the real system and to assess the importance of the 
process which was not predicted numerically. If necessary, the model should be updated to 
ensure that all events are predicted correctly. 

Each of the comparisons described above were carried out for the current study and are described 
below. 

  Predicted vs. Measured Temperature 

It was noted during the experiment, and from subsequent comparisons of measured and numerical 
temperature predictions, that measured temperatures were consistently lower than predicted, both 
at the leakage location and across the vessel. The greatest difference occurred where the 
temperature difference was the highest (i.e. close to the leak location). Upon further investigation, 
it was confirmed that the long slim-line thermocouples are susceptible to temperature changes 
occurring along the length of the metal sensor. As such, the cooler soil towards the edges of the 
bench-scale vessel had the effect of reducing the reported absolute temperature at the tip of each 
thermocouple. The result is a lower-than-predicted absolute temperature related to the leakage 
event. This may be seen in Figure C.19. 
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Figure C.19  Comparison of Simulated Temperature Changes (top) and Gridded and Contoured 
Thermocouple Data (Bottom) 

The timing of temperature changes is consistent with the development of the dilbit liquid plume 
and associated thermal effects. 

  Events not predicted by the numerical simulation and their significance. 

Events not predicted by the numerical simulation may be due to a number of factors. The primary 
cases are where 1) events occur which are not predicted because the simulation has either not 
captured the boundary conditions correctly or the event itself is unusual for the given conditions, 
and/or 2) events or boundary conditions which were not included in the model setup, and so will 
not form part of the simulation. In the current study, an example of each type occurred. 
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In the first case, the time-series data collected by the thermocouples during the leak test show a 
sharp increase in temperature towards the end of the test (see Figure C.6). The effect is only 
recorded by thermocouples which are close to the plane of the leak location (i.e. immediately below 
the pipe and adjacent to the gravel layer). Given that the event is captured over a 10 minute period 
with 10 second data resolution, this event is considered to be real, as opposed to an electronic issue 
or measurement outlier. An evaluation of experimental conditions reveals a rapid decrease in pump 
line pressure immediately before the thermal event, suggesting a sudden decrease in back pressure 
of fluid entering the sand at the location of leakage. It is considered likely, given the nature of 
dilbit migration, that leaked dilbit cooled, degassed and started to block flow at the edges of the 
plume. Subsequent dilbit liquid injection pooled at the leak location and spread quickly along the 
underside of the pipe as liquid breached the edges of the plume. This plume behaviour was not 
predicted by the numerical simulation which predicted a smooth plume development and therefore 
temperature profile. This should not decrease confidence in the numerical simulation, but rather 
highlight the value of experimentation in order to add useful information to a field-scale scenario. 

In the second case, the initial preparation of the bench-scale experiment and the sampling of 
headspace gases for analysis were not included in the numerical simulation in order to simplify the 
process of generating the numerical model. For example, as the injection lines were primed to 
prevent air injection into the vessel, approximately 20 ml (0.7 fl oz) of dilbit was added to the 
injection line prior to connecting that line to the source reservoir. A small amount of this dilbit 
entered the sand at the leakage point and resulted in the exsolution of gases and an increase in VOC 
concentration in the headspace above the sand. The amount of VOC present in the headspace at 
the start of injection (i.e. leakage) was subtracted from the PID measurements taken in order to 
compare system behaviour with numerical simulation output. 

In addition to the headspace baseline VOC subtraction, the removal of gas from the headspace is 
seen to affect the PID measured concentration, but is not predicted by the model. The result is a 
delay in the concentration increase towards a steady state VOC concentration. However, the 
predicted vs. measured VOC breakthrough time and the rate of mass flux into the headspace 
provide sufficient information to allow a comparison of the bench-scale vs numerical model.   

  Gas Migration Characteristics. 

The headspace gas composition above the sand was measured at 10 second intervals using a PID 
detector throughout the leak test, punctuated by sample collection for analysis by gas 
chromatography. Furthermore, the numerical simulation provided a predicted mass flux into the 
headspace and so predicted concentrations of volatile gas species are available. Using these three 
separate sources of information, the consistency of measured concentrations may be assessed, and 
compared with predicted data from the simulation. Based upon Table C.4, specific comparisons of 
interest include: 

• The final steady state composition of the headspace 

• The measured rate of mass flux into the headspace with predicted flux. 
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Figure C.20 summarizes the data used for these comparisons.  

The steady state composition of the headspace 

Volatile Organic Carbon species in the headspace using the PID obtained a mean steady state 
concentration of 1,538 ppm (+/69.4 ppm; n=437). The simulation predicted a steady state 
headspace VOC concentration of 1542 ppm (+/24.0 ppm; n=82), which is 17 % above the PID 
measurement. However, the steady state concentration is highly dependent upon the diffusivity 
coefficients chosen for the gas species and so, given the similarity in overall gas accumulation 
behaviour, the difference between the simulation and calculated mean values is considered to be 
acceptable. 

 

Figure C.20  Predicted (Sim) and Measured VOC Concentration in the Vessel Headspace. PID 
Measurements Have Been Corrected to Remove the Baseline PID Concentration Prior to 

Continuous Leakage (Smoothed Moving Averages are Shown for Each PID Dataset) 



 
Appendix C –Thermal Distribution and Leak Propagation Modeling 

 C.51 

Measured vs. Predicted Gas Flux 

It is important to note that the removal of gas from the headspace volume was not included in the 
numerical simulation and so the simulation predicts the breakthrough rate and steady state 
condition assuming no disruption to the headspace. This means that the buildup of gases in the 
headspace are delayed relative to the numerical prediction. However, the rate of increase and the 
final gas concentrations are comparable and reflect a gas flux curve typical of a flux chamber 
measurement (Licor, 2017). 

C.4 FIELD SCALE NUMERICAL SIMULATION 

 Construct and Run Field Scale Numerical Simulation 

A numerical model was constructed based upon the process outlined in Section C.2 where aspects 
of the physical environment, geometry, fluids and leakage conditions were compiled and 
incorporated into a numerical model. The model chosen was CMG-STARS (Computer Modelling 
Group (STARS, 2013)). This model platform was chosen for its capability to include three phase 
flow, non-isothermal modelling as well as its previously demonstrated application to pipeline 
leakage modelling (Brydie et al., 2014). The model included the following geometry and initial 
bounding parameters: 

• Model scale: 320 m (1050 ft) long, 53 m (173 ft) wide and 14 m (45 ft) deep. 

• Model geometry: symmetrical and flat. 

• Soil porosity: 45 %. 

• Soil horizontal permeability conditions: 7,000 milliDarcy (mD). 

• Soil vertical permeability conditions: 700 mD. 

• Haunch zone below the pipe: 1,100 mD. 

• Water content: Initially 10 wt% 

• Leaked product: Access Western Blend (AWB) diluted bitumen. 

• Product temperature in pipeline: 20°C (68°F). 

• Ambient soil temperature: 15°C (59°F). 

• Product: Diluted Bitumen (dilbit). 

• Pipeline Diameter: 24 inches. 

• Leakage scenario: Single point leak at 2.15 litres/minute (or 19.48 barrels per day). 

• Model initialization duration: 1,825 days (5 years). 
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• Leakage duration: 365 days (1 year). 

Figure C.21 provides a schematic three dimensional view and also as a cross-section view 
perpendicular to the pipeline at the leakage location which is situated half way along the pipeline 
section and at the base of the pipe. 
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Figure C.21  Cross-section and Schematic Views of the Pipeline Model Grid. Permeability is 
Shown in Millidarcy (md). The Grid Resolution is Higher Close to the Leak 
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 The Interpretation of Numerical Model Results 

The numerical model may result in a large dataset (i.e. megabytes to gigabytes of data) because it 
captures the physical and chemical aspects of each grid block in the entire model mesh throughout 
the simulation. The dataset may increase further in size if the selected data output frequency is 
high (i.e. shorter time steps). It is useful to have access to this large dataset if required, but it is 
generally impractical to report all parameters and calculated values. It is therefore important to 
choose appropriate reporting intervals which will adequately capture the processes and key 
elements of interest to the study of pipeline leakage. Specifically: 

Overall leakage behaviour 

• The behavior of the oil-, gas- and aqueous phases over time throughout the model where liquid 
and gas plumes may be seen across the width, depth and/or length of the model. 

• The overall temperature changes occurring within the model as a whole, and at specific 
locations of interest. 

Time-series data at key locations 

• Time-series profiles within key grid blocks throughout the simulated leakage event. Key 
locations in this study are close to the point of leakage, around the pipe and the surface 
immediately above the leakage location as these locations are considered to be useful 
monitoring locations. 

• Time-series parameters of interest in this study include oil saturation, water saturation, gas 
saturation, temperature and pressure. 

By exporting time-series records from key locations (or grid blocks), important aspects of leakage 
behavior may be studied including 1) the maximum temperature change predicted around the 
pipeline and at the surface during leakage, 2) the breakthrough time of volatile organic species at 
the ground surface resulting from leakage, the breakthrough and distribution of leaked liquids over 
time. 

Mass flux calculations 

One of the most useful calculations is the determination of mass flux of one or more gas species 
across the soil-atmosphere interface. The calculated gas flux allows the further calculation and 
numerical simulation of gas concentrations at one or more receptors above the ground surface 
using software such as AERMOD (U.S. E.P.A., 2016). For leak detection, this approach allows 
the mass transfer and gas species concentrations at a user-defined location above the surface to be 
calculated. This would be accomplished by using the outcome of the leakage simulation as input 
parameters for an atmospheric dispersion model which would calculate the dilution and dispersion 
of gases from a point, line or area source. 
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For the purposes of this study, key parameters of interest are those related to the leakage of a liquid 
hydrocarbon (i.e. dilbit): the thermal effects of a warm fluid leaking into a relatively cooler 
environment, the gases exsolved from the liquid as it migrates away from the leakage location and 
the migration of gases through sand and gravel and across the surface-atmosphere boundary. 

  The Results of the Numerical Simulation 

The leakage simulation was initialized using the bounding parameters provided in Section C.3. 
After an initialization period of 1,825 days (5 years), moisture and temperature within the system 
had stabilized and a dilbit leak was started at 19.6 bbl/day and continued at this rate for 365 days. 
After the year-long leakage event, the simulation was allowed to continue for another 365 days to 
capture the behavior of liquids and gases within the system. Images exported from the simulation 
interface are provided below. 

Selected data are presented in this report at 0, 1, 5 and 30 days after the beginning of leakage. The 
first three selected days are intended to illustrate the early stages of leakage. Thirty days after 
leakage starts reflects the predicted breakthrough of liquid dilbit at the ground surface. After that 
point, surface temperatures, gas concentrations and the flux of VOCs into the atmosphere is only 
dependent upon the thermodynamic properties of the liquid in contact with air and leak detection 
by sensors is no longer relevant as liquid may be observed directly from above-ground. With that 
in mind, the model is still relevant to the continuing migration of liquid and gases below in the 
subsurface. 

  Liquid Migration 

Liquid migration is numerically predicted to migrate from the leakage point into the surrounding 
trench and along the underside of the pipeline. Selected time steps are provided to summarize the 
model output as well as the migration behavior of the liquid during the early stages of leakage 
(Figure C.22 and Figure C.23). 
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Figure C.22  Cross-section View of Dilbit Migration Around the Pipe and Within the Vicinity of the 
Trench at (a) Prior to Leakage, (b) After 1 Day, (c) After 5 Days and (d) After 30 Days of Leakage 

At the leakage rate of 19.6 bbl/day, bottom of the trench is filled and rising upwards beside the 
pipe after 1 day, with a lateral footprint of 1.4 m (4.59 ft). Subsequent time steps show continued 
migration upwards within the trench and outwards as the dilbit plume extends laterally and reaches 
the surface. 



 
Appendix C –Thermal Distribution and Leak Propagation Modeling 

 C.57 

 

Figure C.23  Axial-section View of Dilbit Migration Around the Pipe and Within the Vicinity of the 
Trench at (a) Prior to Leakage, (b) After 1 Day, (c) After 5 Days and (d) After 30 Days of Leakage 

Figure C.23 shows dilbit migration at the same time steps as Figure C.22 during leakage. After 
1.11 days (1 day and 3 hours) of leakage, dilbit had travelled along the underside of the pipeline 
and reached the end of the model. After 5 days, dilbit liquid was predicted to build up around the 
pipeline close to the leak location and reaches the surface after 30 days. 

  Thermal Effects 

The thermal influence of the pipeline is shown as a two stage process. The first stage involves the 
heating of trench backfill and surrounding undisturbed soils where a 20°C (68°F) pipeline heats a 
relatively cooler soil (i.e. 15°C [59°F]). This creates a thermal halo around the pipeline. Any 
leakage of warm liquid adds to that heat signature. The 5°C (41°F) change in temperature is small, 
but can be seen in Figure C.24 and Figure C.25. 
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Figure C.24  (a) Temperature Halo Around the Pipeline. (b-d) Soil Temperature Changes Related to 
Dilbit 1 Day, 5 Days and 30 Days of Leakage, Respectively 

The change in soil temperature related to the leakage event is relatively small in comparison to the 
existing temperature halo caused by the pipeline. 
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Figure C.25  Temperature Profile Along the Length of the Pipe Section (a) Before Leakage, (b-d) 
After 1, 5 and 30 Days of Leakage, Respectively 

From the numerical simulation images shown in Figure C.24 and Figure C.25, it is difficult to see 
significant changes in soil temperature due to the leakage event. Therefore the temperature change 
at one corner of the bottom of the trench was plotted, with the results shown in Figure C.26. 
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Figure C.26  Time-series Temperature Data for Two Locations; One at the Bottom Corner of the 
Trench and the Other Above the Leak Location Close to the Ground Surface 

The maximum temperature difference related to leakage in the trench is 0.2°C (32.4°F) and only 
0.11°C (32.2°F) increase at the surface above the leak (see inset chart in Figure C.26). This 
includes the process of liquid dilbit reaching the ground surface after 30 days of continuous leakage 
and demonstrates the rapid cooling of dilbit once it migrates away from the leak location. 

  Gas Migration 

The migration and distribution of gas species from the numerical simulation is shown in 
Figure C.27 and Figure C.28. Data are available for all of the gas species included in the numerical 
simulation. Results are shown for pentane (nC5) as this species is the predominant species in the 
gas phase. 
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Figure C.27  Cross-section View of nC5 Gas Migration Around the Pipe and Within the Vicinity of 
the Trench at (a) Prior to Leakage, (b) After 1 Day, (c) After 5 Days and (d) After 30 Days of 

Leakage 

After one day of leakage, gas is predicted to migrate predominantly within the trench and towards 
the ground surface. This trend continues and after five days the gas has reached the surface and is 
migrating across the ground-atmosphere interface. After 30 days, dilbit liquid has reached the 
surface and so the highest concentrations of gas are at the outer edges of the liquid plume. 
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Figure C.28  Axial-section View of nC5 Gas Migration Around the Pipe and Within the Vicinity of 
the Trench at (a) Prior to Leakage, (b) After 1 Day, (c) After 5 Days and (d) After 30 Days of 

Leakage 

The axial view of the pipeline at the same selected time steps shows the extent of gas migration. 
The gas footprint is dictated by dilbit liquid migrating along the underside of the pipe, exsolving 
gases as it travels. The highest concentration of gas occurs close to the leakage location until liquid 
reaches the surface. After that, a pool of dilbit would be anticipated to develop at the surface, and 
gas concentrations will be controlled by evaporation rates and the thermodynamics of the gases 
and liquid in the surface environment. 

  Calculated Gas Flux Across the Ground-atmosphere Interface 

The mass fluxes of individual gas phase components (Table C.9 and Figure C.29) were calculated 
from the number of moles passing through a defined area of the selected grid block per unit time 
according to the following equation: 

Mass flux (g/s.m2) = {∆ g/∆ time. grid block surface area} 
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Where: Mass flux = g/s.m2; ∆ g/∆ time = grams per time; s = seconds;  
grid block surface area – m2 

Gas Species 
Model 

Time of 
Maximum 

Flux 

Time After 
Start of Leakage 

Maximum Predicted Flux 
(g/s.m2) 

nC3 (methane, ethane and propane) 1,827.095 2 days,  
137 minutes 2.07E-06 

nC4 (butane) 1,827.095 2 days,  
137 minutes 2.87E-05 

nC5 (pentane) 1,827.095 2 days,  
137 minutes 2.57E-04 

nC6 (hexane) 1,827.095 2 days,  
137 minutes 5.01E-05 

Table C.9  Maximum Calculated Mass Flux of Gas Components and When That Flux is Predicted 
(nC3 = propane, nC4 = butane, nC5 = pentane and nC6 = hexane) 

 

Figure C.29  Mass Flux for nC3-6 From the Start of Leakage (Day 1, 825) and for the Next 100 Days 

Advective flow

Diffusive flow
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Calculated flux values are highest in the early stages of leakage where the advective flow of gases 
is considered to dominate gas migration from the leak event. Subsequent flux increases reflect 
diffusive flux across the ground-air interface. If desired, these flux measurements may be used 
within atmospheric dispersion models to further predict the dispersion and concentration profiles 
of gas species above the ground surface. This approach is valuable in the screening of leak 
detection vendors based upon their stated limit of gas detection. 

As discussed in the previous sections, selected model data and images were used to draw 
conclusions about the leakage event including the extent and behavior of leaked liquid, temperature 
changes induced by the leaking liquid and the migration of gas. Shown graphically, the various 
parameters of interest provide a useful record of their behaviour over time. Figure C.30 provides a 
summary of the first 100 days of dilbit leakage and the changes predicted close to the ground 
surface immediately above the leakage location (i.e. grid block 26, 26, 2). 

 

 

Figure C.30  Summary of Key Parameter Values Predicted for the First 100 Days of Leakage 
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Numerical predictions for the first 1,825 days of the simulation correspond to model initialization. 
During this time, soil temperature adjusts to a relatively warm pipeline gradually heating the 
surrounding soil and causing moisture to move within the system. Figure D.30 illustrates changes 
in key parameters over time in grid block 26,26,2 directly related to leakage where temperature 
and VOC concentrations change quickly, followed by oil saturation and increasing pore pressure 
over time. 

 Key conclusions relevant to leak detection 

Liquid migration 

• Dilbit liquid breakthrough at the surface occurs at 1,855.0 days which is 30 days following the 
start of leakage. 

• Dilbit is predicted to travel along the underside of the pipeline and to reach the end of the 
model, a distance of 125 m (410 ft), after 1.1 days (1 day and 2 hours) of leakage. 

• Dilbit migration is heavily influenced by the trench and the associated differences in the 
porosity and permeability of undisturbed soil around the trench in comparison to compacted 
trench backfill. 

• The migration of dilbit occurs symmetrically away from the leakage location and travels 
relatively quickly to the end of the model within the high permeability zone below the pipeline. 
However, cooling of the dilbit to ambient temperature, as well as the simultaneous and 
progressive loss of volatiles, results in an increase in dilbit viscosity away from the leak 
location (Reddy, 2015; Tsaprailis, 2014; Yarranton et al., 2015). The combined result is a 
decrease in liquid flow along the pipeline and the eventual buildup of dilbit at the leak location 
until liquid dilbit reaches the ground surface. 

Gas migration 

• Individual gas phase components (i.e. gas species grouped into representative compounds from 
nC3-nC6) and their predicted initial breakthrough times at the ground surface were: 

• nC3 after 0.29 days (6 hours, 58 minutes). 

• nC4 after 0.24 days (5 hours, 46 minutes). 

• nC5 after 0.20 days (4 hours, 48 minutes). 

• nC6 after 0.21 days (5 hours, 2 minutes). 

• The maximum calculated soil-atmosphere gas flux values occurred 2 days and 137 minutes 
after the start of leakage. Calculated maximum values for nC3-nC6 compounds at the ground-
atmosphere interface were: 

• nC3 = 2.07e-6 g/s.m2. 
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• nC4 = 2.87e-5 g/s.m2. 

• nC5 = 2.57e-4 g/s.m2. 

• nC6 = 5.01e-5 g/s.m2. 

Temperature 

• At the surface above the leak location (grid block 26,26.2), the maximum temperature increase 
is 0.11°C (32.2°F) above ambient temperature (15°C [59°F)) which occurs 17 days after the 
start of injection and coincides with the presence of stable gas phase concentrations in this grid 
block. 

• At the bottom corner of the pipeline trench, laterally adjacent to the pipeline, the temperature 
increases from a pre-leak value of 19.1°C (66.4°F) to a maximum of 19.25°C (66.7°F) within 
the first day of leakage.   

Under the conditions simulated, the behaviour of liquids, gases and associated temperature changes 
are predicted in terms of the migration behaviour of liquids and gases, the rate and order of 
processes anticipated, the extent that liquids and gases may travel along and away from the pipeline 
leak location, the nature of the gases which are expected to migrate to the surface and their mass 
flux. All of these features may be used to assess the scale and potential timing of leakage impacts 
and an idea of what criteria are important when trying to detect these impacts. Aside from the 
relatively short timescales of a leakage event, the footprint of leaked fluids become important when 
considering spill response and longer term remediation and possibly future land reclamation efforts 
at a leak location. 

C.5 DISCUSSION 

The following discussion covers both the bench-scale and field-scale components of the study. 

A bench-scale experimental system was used to simulate dilbit leakage into sand and a numerical 
simulation of that system was then developed using similar geometry and leakage conditions. The 
value in numerically simulating the bench-scale system is to assess how well the simulation 
captures key processes, and also to identify aspects of leakage which may not be predicted. The 
combination of these sources of information provides valuable insights into what may occur in the 
field, and how to optimize leak detection efforts. Selected aspects of the experimental work and 
comparisons with the numerical simulations require further discussion. 

Thermocouple data provided similar data trends to the simulation (e.g. breakthrough times of fluid 
and heating trends within the vessel), but the absolute temperature values recorded were muted in 
that they were up to 6°C lower than predicted values at the same locations. It was discovered 
through further testing that this was due to the nature of the thermocouple design. The cooler sand 
at the edges of the tank reduced the overall reported temperature at the location of the sensor tip, 
thereby underestimating the peak temperatures. Given that this effect was assessed and was 
repeatable in post-test evaluations means that there is no issue with the model prediction for 
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temperature. Rather, this is an experimental artefact which provides valuable information when 
attempting to validate the numerical model. 

The field-scale simulation of pipeline leakage used parameters taken from the Framework 
Demonstration Test, but used open boundary conditions as those are more realistic under field 
conditions. This means that the outcome of the field-scale simulation and Framework 
Demonstration Test are not directly comparable as the Framework Demonstration Test has closed 
boundaries on the sides and bottom, which changes the migration behaviour of liquids and gases 
once edge effects become dominant. The presence of closed boundaries in a physical test will result 
in the potential overestimation of gas migration to the soil surface, and therefore the anticipated 
flux into the atmosphere above a leak location or associated plume of liquid product migrating into 
the soil. However, leakage behaviour predicted by the numerical simulation is valuable when 
developing a test program similar to the Framework Demonstration Test, Specifically, the total 
amount of liquid leaked and the rate of release may be predicted and used to assess when edge 
effects may predominate. 

C.6 CONCLUSIONS 

The activities carried out in Section C.3 have followed the procedures established in Sections C.2 
with the intention of demonstrating how the process works, what considerations are important and 
how to interpret empirical data and numerical predictions in the context of external field-based 
leak detection. The activities carried out in Sections C.3 and C.4 were divided into bench-scale 
pipeline leakage simulations and associated numerical simulations as well as field-scale 
simulations.  

A bench-scale leak tests was designed and carried out to evaluate the leakage of dilbit into sand 
from a pipe. The outcome was a useful dataset which was compared with a numerical simulation 
of the leak test. Both measured and simulated liquid and gas migration behaviour proved to be 
similar in terms of the timing of events as well as eventual outcome, which suggests that the 
simulation captured the key components of the system and was able to predict leakage behaviour. 
This provided confidence that the numerical simulation will be a useful tool for larger scales and 
longer durations of leakage (i.e. field conditions).  

In addition to validation of the numerical simulations, the inclusion of bench-scale tests in this type 
of study significantly increases the knowledge of how leaked product may migrate, interact with 
the environment in the vicinity of the pipe and what influence local conditions may have upon 
sensors used and the leak detection data they provide. 

Field-scale numerical simulations were developed and completed, using product leakage 
conditions similar to those used for the Framework Demonstration Test. The characteristics of 
leakage predicted by the numerical simulation were summarized in terms of the migration of 
liquids, gases and changes in soil temperature. The breakthrough and flux of VOC species at the 
ground surface were assessed and may be used to determine leak detection requirements. 
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Given that the overarching goal of this work is to be able to inform decisions on sensor choice for 
pipeline leak detection, the following information from this study is considered to be useful in 
assessing the timing and type of features to try to detect. 

Liquid migration 

• In the field scenario, dilbit liquid breakthrough at the surface occurs at 30 days following the 
start of leakage at 19.48 barrels per day. 

• Prior to the surface breakthrough of dilbit liquid, the plume is predicted to travel along the 
underside of the pipeline and reaches a distance of 125 m (410 ft), after 1.1 days (1 day and 2 
hours) of leakage. Having this estimation of the footprint of leakage in the subsurface aids in 
spill response planning as well as longer term remediation and reclamation efforts. 

• Dilbit migration is heavily influenced by the structure and properties of the soil into which the 
product leaks. The current model is generally homogeneous and symmetrical. In a field case, 
differences in geometry, heterogeneity and environmental conditions would have to be 
incorporated into the simulation to more adequately predict leakage behaviour. 

• The migration of dilbit occurs symmetrically away from the leakage location and travels 
relatively quickly to the end of the model within the high permeability zone below the pipeline. 
However, cooling of the dilbit to ambient temperature, as well as the simultaneous and 
progressive loss of volatiles, results in an increase in dilbit viscosity away from the leak 
location (Reddy, 2015; Tsaprailis, 2014; Yarranton et al., 2015). The combined result is a 
decrease in liquid flow along the pipeline and the eventual buildup of dilbit at the leak location 
until liquid dilbit reaches the ground surface; in this case after 30 days. 

Gas migration 

• Gas emanating from the liquid leak is predicted to reach the ground surface after 4 hours and 
48 minutes (for nC5). Other gas species break through shortly afterwards. These gas species, 
depending upon their concentration and mass flux, may be detected in soil gas and/or at the 
ground surface, and will persist until the source is depleted. 

 
Soil Temperature 

• At the surface above the leak location, the maximum temperature increase is predicted to be 
0.11°C (32.2°F) above ambient temperature (i.e. 15°C [50°F]). This occurs 17 days after the 
start of injection and coincides with the presence of stable gas phase concentrations in this grid 
block. 

• At the bottom corner of the pipeline trench, laterally adjacent to the pipeline, the temperature 
increases from a pre-leak value of 19.1°C (66.4°F) to a maximum of 19.25°C (66.7°F) within 
the first day of leakage.   
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Information from this study can be used to facilitate the evaluation of select external leak detection 
methods including those designed to detect liquids, gases and/or temperature changes in the soil 
surrounding the pipeline, at the surface above the pipeline or from aerial surveys along the pipeline 
right of way. It enables the evaluation of detection limits as well as frequency and location of 
measurements such that various leak detection methods (and vendors) can be screed based upon 
their stated detection capabilities. 
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D.1 INTRODUCTION 

D.1.1 Overview 

Characterizing the acoustic energy associated with pipeline releases is of particular interest to 
pipeline operators who are considering deployment of acoustic-based external leak detection 
(ELD) systems along their pipelines. Characterization of such acoustic energy could be used to 
predict and evaluate the performance of acoustic-based ELD systems in a variety of candidate 
deployment locations. It could also be used to optimize system performance of existing or future 
deployed acoustic-based ELD systems. 

D.1.2 Objective 

The objective of this appendix document is to provide operators with contextual information in 
order to help them conduct analyses (either analytical, numerical or experimental in nature) 
focused on predicting the performance of acoustic-based ELD technologies as a function of key 
source, propagation and receiver parameters. In this context, source parameters relate to the 
generation of acoustic emissions caused by pipeline releases, propagation parameters relate to 
transmission of the generated acoustic energy through some medium (in this case, soil), and 
receiver parameters relate to the ELD sensors themselves, as well as their capacity to measure 
acoustic emissions.   

This document is not a framework containing detailed guidelines and methodologies for 
conducting the described geo-acoustic analyses; rather, it is a generalized exploration of the 
problem. It serves to highlight the complexity of characterizing acoustic emissions from buried 
pipeline leaks and is intended to provide operators with a better understanding of the physical 
parameters capable of impacting the performance of acoustic-based ELD technologies, as well as 
the methods that could be used to solve problems of this nature. 

D.1.3 Approach 

To meet the specified objectives, this document will include the following: 

• Relevant background information, either analytical relationships or empirically derived data, 
sourced from public domain literature;  

• Discussion of what information might be required, as well as how the existing information may 
be used, to conduct an analysis capable of predicting the performance of acoustic-based ELD 
technologies; 

• Discussion of possible ways to acquire the necessary information (i.e. laboratory testing, 
numerical modeling, etc.); and   
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• Discussion of what assumptions can and should be made in order to conduct an analysis 
capable of predicting the performance of acoustic-based ELD technologies. 

The document consists of three primary sections: 

• Section D.2: Source Acoustics. This section addresses the generation of the acoustic emissions. 
The relationship between acoustic energy at the release source and key release parameters, 
such as orifice size and release pressure, are explored.     

• Section D.3: Propagation Acoustics. This section addresses the propagation of the acoustic 
emissions through both the soil and the pipeline. Acoustic attenuation, dispersion and 
scattering as a function of different propagation media are explored. 

• Section D.4: Receiver Acoustics. This section discusses acoustic sensors, and how different 
technologies interact with and are able to measure acoustic emissions caused by pipeline leaks. 
Knowledge from the previous two sections is combined to gain a better understanding of how 
total energy and spectral characteristics of acoustic emissions at a particular location in the soil 
(or on the pipe’s surface) can be characterized. This section also discusses the effects of 
background noise, which, in this context, is defined as other sources of acoustic emissions not 
caused by pipeline releases. 

D.2 SOURCE ACOUSTICS 

D.2.1 Overview  

This section explores the primary mechanisms that are believed to be responsible for the generation 
of acoustic emissions during pipeline releases (acoustic emissions caused by pipeline releases will 
herein be referred to as “leak noise”). Key source parameters will be identified and discussed. In 
this context, key source parameters refer to the collection of physical parameters that should be 
considered when characterizing the source acoustics of leak noise. Finally a semi-empirical 
approach, as well as various numerical modeling methods, for characterizing leak noise will be 
discussed.  

D.2.2 Background  

Source acoustics are usually confined to the so-called near field – a region of space in close 
proximity to the acoustic emission source (for practical purposes, the acoustic emission source in 
this context refers to the orifice from which fluid escapes from the pipeline). In acoustic theory, 
the near field is traditionally limited to a distance from the acoustic emission source equal to 
roughly one wavelength of the lowest frequency emitted (Hansen 2003). In the context of small 
pipeline leaks, this distance can range from approximately 6 to 40 m (20 to 140 ft), depending on 
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the acoustic medium (i.e. gas or liquid) and the frequencies being generated1. This range assumes 
that acoustic waves travel through a continuous acoustic medium; however, buried pipeline leaks 
are believed to gradually excavate cavities as they eject fluid into the surrounding soil. Such 
cavities cause discontinuities in the acoustic medium as the wave transitions from a liquid- or gas-
filled pocket into the surrounding soil. To effectively make use of existing computational methods, 
which tend to work best in a continuous medium, the evaluation of source acoustics will be 
confined to the region of space that is bounded by the pipeline wall and the boundary of the 
excavated cavity. The ultimate objective of characterizing leak noise at the source will therefore 
be to solve for the time dependant pressure fluctuations acting upon this boundary.   

D.2.3 Leak Noise Mechanisms  

Aerodynamic leak noise caused by pipeline releases (i.e. noise caused by pipeline releases where 
the commodity being transported is in the gas phase) is primarily caused by turbulent fluid motion 
in the mixing zone of the jet (Lighthill 1952, Lee and Lee 2006, Bose 2013). By comparison, 
hydrodynamic leak noise (i.e. noise caused by pipeline releases where the commodity being 
transported is in the liquid phase) is primarily caused by turbulent fluid motion, as well as liquid 
cavitation downstream of the orifice (Lighthill 1952, Testud et al. 2007, IEC 2015, Lee and Lee 
2006, Bose 2013). In this section, these two acoustic energy producing mechanisms will be 
discussed in more detail in the context of both computational and semi-empirical models.  

D.2.3.1  Leak Noise Caused by Turbulence 

Lighthill was the first to provide a formulation of aerodynamic sound (i.e. sound caused by 
turbulent fluid motion) by way of an aeroacoustic analogy. The so-called Lighthill aeroacoustic 
analogy (Lighthill’s analogy) describes the connection between the fluid flow and the sound field 
resulting from the flow. It is derived from the fundamental equations of fluid mechanics, namely 
the compressible Navier-Stokes equations. These equations are re-arranged into different forms of 

                                                 
 

1 A lowest frequency of 50 Hz was assumed for estimating the near field range; however, it is acknowledged that lower 
frequencies may be possible. Using a lower frequency would only extend the estimated range of near field distances. 



 
Appendix D – Leak Noise Emission and Propagation Modeling 

D.7 

an inhomogeneous wave equation2 and, as such, can be used to describe the acoustic characteristics 
of a particular flow regime3 (Lighthill 1951).  

Lighthill’s equations are typically solved numerically and exact analytical solutions only exist 
under special conditions. However, from his equations, Lighthill developed power laws which 
state that acoustic power (generated by turbulence), W, scales with flow velocity, U, to the eighth 
power and orifice diameter, d, to the second power as follows: 

𝑊𝑊 = 𝐾𝐾𝜌𝜌0𝑐𝑐0𝑈𝑈8𝑑𝑑2 [1] 
where K is a coefficient defined by Lighthill as the “acoustic power coefficient”,  𝜌𝜌𝑜𝑜 is the fluid 
density and 𝑐𝑐𝑜𝑜 is the sonic velocity of the fluid (the subscript zero represents reference values). 
The acoustic power coefficient is not usually known and is believed to vary with the ratio of flow 
temperature to atmospheric temperature, the frequency content of the emission and the direction 
of propagation of the emission (Lighthill 1951).  

Lighthill’s power laws provide a basic understanding of important release parameters affecting 
leak noise (strictly leak noise caused by turbulence). However, the following limitations prevent 
its practical implementation for the purpose of accurately characterizing leak noise in the context 
of ELD evaluation: 

1. Due to the difficulties associated with analytically computing the value of K, Lighthill’s power 
laws cannot be used to directly calculate the exact acoustic power of a release unless K is 
derived empirically.  

2. Lighthill’s power laws account for the total power across the entire frequency spectrum and, 
therefore, they are of limited use if the ELD technologies under consideration are only sensitive 
to frequencies within a particular range.  

3. Finally, Lighthill’s power laws only consider orifice noise that is caused by turbulence. They 
don’t account for orifice noise caused by cavitation.   

                                                 
 

2 An inhomogeneous wave equation is a second-order linear partial differential equation describing the propagation of 
waves in some physical medium. A partial differential equation is considered inhomogeneous if it contains a term (e.g. 
an acoustic source term) that does not depend on the dependent variable (e.g. fluid density or pressure). 
3 Lighthill suggests that the emitted sound caused by turbulent fluid motion should have the character of a quadrupole 
source and that any contributions from monopole or dipoles can and should be ignored. A monopole is an acoustic 
source which radiates sound equally in all directions. A simple example of a monopole source is sphere that 
sinusoidally contracts and expands. A dipole consists of two monopole sources of equal strength separated by a small 
distance compared to the emitted wavelength, which oscillate in opposite phase. Finally, a quadrupole consists of two 
opposite dipole sources separated by a small distance compared to the emitted wavelength. For a linear, or longitudinal 
quadrupole, the dipoles sources lie on the same line, whereas for a lateral quadrupole the dipole sources do not.    
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D.2.3.2  Leak Noise Caused by Cavitation 

In single phase flow, the stream of liquid ejected from an orifice is propagated into the surrounding 
liquid. The liquid passing through the orifice is accelerated and reaches a maximum average cross-
sectional velocity at the vena contracta4. Correspondingly, the static pressure reaches a minimum 
value, 𝑃𝑃𝑣𝑣𝑣𝑣 , at the vena contracta. When 𝑃𝑃𝑣𝑣𝑣𝑣 falls below the liquid’s vapor pressure, 𝑃𝑃𝑣𝑣, the liquid 
begins to form vapor cavities and the flow is said to transition from a single-phase to a two-phase 
regime. The surrounding liquid sufficiently far from the jet is assumed to be at rest and, as such, 
has a static pressure, 𝑃𝑃∞, that is higher than 𝑃𝑃𝑣𝑣𝑣𝑣. As the vapor cavities are convected away from the 
jet, they collapse under the higher static pressure, 𝑃𝑃∞, producing shockwaves. Under the right 
conditions these shockwaves can result in significant acoustic energy. 

It is possible to predict the onset of cavitation through the use of simple analytical expressions. 
However, obtaining time-dependant pressure fluctuations, caused by cavitation in multiple spatial 
dimensions, is difficult and can only be accomplished with computational approaches (Testud et 
al. 2007, Liuzzi 2012, Ebrahimi et al. 2017, Charalambous and Eames 2017). The dimensionless 
cavitation number, defined below, can be used to determine cavitation inception (i.e. the onset of 
cavitation) of a fluid jet caused by flow through an orifice (Testud et al. 2007): 

𝜎𝜎 =
𝑃𝑃∞ − 𝑃𝑃𝑣𝑣
𝑃𝑃1 − 𝑃𝑃∞

 [2] 

The differential pressure across the orifice is approximated as (𝑃𝑃1 − 𝑃𝑃∞ ), where  P1 is the static 
pressure upstream of the orifice (this is analogous to the internal pipeline pressure), 𝑃𝑃∞  is the far 
field static pressure5 and 𝑃𝑃𝑣𝑣  is the liquid’s vapor pressure. Cavitation is believed to occur in orifice 
flow when the cavitation number exceeds one. While it is not possible to characterise leak noise 
(caused by cavitation) with this expression, similar to the Lighthill’s power law presented above, 
it does provide a basic understanding of the parameters that likely affect cavitation induced noise.  

D.2.4 Key Source Parameters 

Key source parameters refer to the collection of physical parameters capable of characterizing the 
source acoustics associated with leak noise. While many physical parameters can be shown to have 
some impact on leak noise, not all of them can be easily measured by pipeline operators and, 
therefore, may not be particularly useful in the context of evaluating ELD technologies. 
Furthermore, they all effect the acoustic emission source to varying degrees and, therefore, some 
physical parameters may prove to be better indicators of leak noise than others. On that basis, key 
                                                 
 

4 The vena contracta is the point in the ejected fluid stream with a minimum cross-sectional diameter and it is often 
located at a point slightly downstream of the orifice.   
5 Here, the far field static pressure is assumed to be roughly atmospheric. However, the soil surrounding the pipeline 
usually impedes the flow to some extent, leading to the development of a downstream static pressure that is higher 
than atmospheric (i.e. backpressure) by an amount that depends on the release rate and soil properties. More accurate 
backpressure values could be acquired empirically by way of experimental evaluation.  
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source parameters are defined as the collection of physical parameters that can: 1) satisfactorily 
characterize the leak noise for the purposes of evaluating ELD technologies, and 2) easily be 
measured or estimated by pipeline operators. If possible, it is also important that the key release 
parameters be independent of one another; however, this isn’t always practical and, therefore, is 
not a strict requirement.  

Together, the parameters introduced in Lighthill’s power law (see Equation [1]) and in the 
expression for cavitation number (see Equation [2]) are believed to satisfactorily characterize leak 
noise to a degree that is appropriate for evaluating ELD technologies. However, not all of these 
parameters are easily measured by pipeline operators. The following discussion reviews the degree 
to which each of the parameters listed in Equations [1] and [2] (with the exception of the constant 
K because it is dimensionless) are easily measureable by pipeline operators.  

D.2.4.1  Fluid Density 

The fluid’s density is a known/measurable parameter (unless the flow is cavitating, in which case 
variations in this parameter will likely need to be accounted for either implicitly through the 
proposed semi-empirical method or directly through computational methods). Fluid density is 
important in characterizing leak noise and is easily obtained by pipeline operators. It is therefore 
considered to be a key release parameter. 

D.2.4.2  Fluid Sonic Velocity 

The fluid’s reference sonic velocity is a known/measurable parameter (unless the flow is 
cavitating, in which case variations in this parameter will likely need to be accounted for either 
implicitly through the proposed semi-empirical method or directly through computational 
methods). Fluid sonic velocity is important in characterizing leak noise and is easily obtained by 
pipeline operators. It is therefore considered to be a key release parameter. 

D.2.4.3  Release Velocity  

Pipeline operators are not usually concerned with release velocity. From an environmental and 
safety perspective, they tend to be more interested in parameters such as the release rate or the total 
release volume associated with a pipeline release. On that basis, release velocity is not typically a 
quantity that pipeline operators are able to or care to measure. Furthermore, directly measuring 
release velocity on a real pipeline has practical limitations. For these reasons, despite having a 
significant effect on the acoustic power (i.e. it scales with acoustic power to the eighth power), 
release velocity is not considered to be an appropriate key release parameter. However, because of 
its significant effect on acoustic power, it cannot simply be ignored without first replacing it or, 
more appropriately, expressing it in terms of one or more release parameters that can be more 
easily measured. Release pressure, as will be shown, serves this purpose.   
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D.2.4.4  Release Pressure 

By approximating pipeline releases as flow through a circular, thick walled orifice, it is possible 
to express release velocity in terms of fluid density, orifice diameter and release pressure as 
follows:  

𝑈𝑈 = 𝐶𝐶𝑑𝑑�
2(𝑃𝑃1 − 𝑃𝑃∞ )

𝜌𝜌0
  [3] 

The discharge coefficient,  𝐶𝐶𝑑𝑑 , is determined experimentally, but for rough approximations may be 
assumed to be in the range of 0.6 to 0.75 (Cengel and Cimbala 2006). Substituting Equation [3] 
into Lighthill’s power law, and re-arranging accordingly, yields the following expression: 

𝑊𝑊 =
16𝐾𝐾𝐶𝐶𝑑𝑑8(𝑃𝑃1 − 𝑃𝑃∞ )4𝑑𝑑2

𝜌𝜌03𝑐𝑐05
  [4] 

A pipeline’s internal pressure profile is typically known to the operator (it is assumed that release 
pressure is approximately equivalent to the internal pipeline pressure). The above modified 
expression shows that, under the stated assumption of flow through an orifice, release velocity can 
be replaced by release pressure – a more useful parameter for describing source acoustics in the 
context of evaluating ELD systems on pipelines6. Unlike release velocity, release pressure is more 
easily obtained by the operator and is, therefore, considered a key release parameter. 

D.2.4.5  Orifice Diameter  

Orifice diameter will depend on the pipeline failure mechanism. It is best characterized by a 
probability distribution or, at minimum, by a range of possible values. Orifice diameter is important 
in characterizing leak noise; however, compared to other release parameters, it is less easy to 
characterize. Nonetheless, it cannot be expressed in terms of other parameters, as was the case for 
release velocity and, therefore, despite being less easily measured than other more deterministic 
parameters, it is still considered to be a key release parameter. 

                                                 
 

6Because this expression only applies to circular orifices, the power laws don’t necessarily hold true for different 
orifice geometries. Furthermore, the acoustic power is calculated over the entire frequency spectrum and the power 
laws might change if different frequency ranges are considered. However, for reasons that were previously discussed 
(see Section D.2.2), Lighthill’s power expression (i.e. Equation [1]), and by extension this expression (i.e. Equation 
[4]), should not be used to calculate precise acoustic power values. Rather, they tend to be more useful when used for 
dimensional analysis and, in this case, for identifying parameters capable of impacting leak noise.  
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D.2.4.6  Vapor Pressure 

For a given bulk fluid temperature, the fluid’s vapor pressure is a known/measurable parameter. 
Vapor pressure is important in characterizing leak noise and is easily obtained by pipeline 
operators. It is therefore considered to be a key release parameter.  

D.2.4.7  Soil Properties 

Soil properties are not directly linked to turbulence or cavitation, but are important for describing 
and predicting the geometry and temporal evolution of the excavated cavity, which is believed to 
affect the fluid flow regime and, therefore, the resulting leak noise.     

Soil composition (specifically texture, structure and organic content), moisture content and 
compaction are important factors in determining its (i.e. the soil’s) resistance to erosion (Knapenab 
et al. 2007). The discussed excavated cavities are believed to form primarily though erosion 
mechanisms.  On that basis, soil composition, moisture content and compaction are believed to 
also impact the geometry and temporal evolution of the discussed excavated cavities. These 
parameters are known/measurable parameters and, therefore, are considered a key release 
parameters.  

After having identified the primary mechanisms that are responsible for leak noise (Section D.2.3) 
and the key release parameters (Section D.2.4), the discussion can progress toward introducing 
and reviewing various methods that can be used to characterize leak noise.  

D.2.5 Modeling Leak Noise 

D.2.5.1  Semi-empirical Approach 

If possible, leak noise should be characterized in terms of three-dimensional, time-dependant 
pressure fluctuations acting on the cavity wall boundary. Such information is required in order to 
adequately characterize the magnitude, directionality and frequency content of leak noise in three 
dimensions. However, obtaining exact analytical solutions describing the time-dependant pressure 
fluctuations often requires simplifying the geometry and flow regime to the point where it is no 
longer meaningful in the context of evaluating ELD technologies. Alternatively, solutions could 
be derived through computational methods; however, these can be expensive and impractical. On 
that basis, a semi-empirical approach, whereby select features of leak noise can be characterized 
without the need for computational methods or exact analytical solutions, is proposed.  This 
method is not capable of characterizing leak noise in terms of three-dimensional, time-dependant 
pressure fluctuations and, therefore, should not be relied upon to fully describe leak noise. Rather, 
it serves as an approximation of leak noise magnitude and has the potential, when paired with 
experimental data, to provide some information regarding frequency content and possibly 
directionality of a leak noise source. The proposed method requires first expressing leak noise in 
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terms of a single, time-independent parameter, which is simpler to solve than the discussed three-
dimensional, time-dependant pressure fluctuations. It is proposed here to use steady state acoustic 
power for this purpose.   

Acoustic power is traditionally used in acoustic source characterization because, unlike sound 
pressure level, sound intensity or other acoustic parameters, it is neither dependant on the 
environment within which the acoustic waves propagate, or the distance from the acoustic source. 
Rather, the acoustic power of a source is the total rate of acoustic energy emitted by that source in 
all directions. It is therefore a useful measure by which to study the overall strength of a particular 
acoustic source independent of the propagation environment (the soil, the trench geometry, the 
distance from the emission source, etc.).  

In practice, acoustic power is not easily measured (Bies and Hansen 1996). Techniques for 
measuring it are typically divided into the following three categories: free-field, reverberant and 
in-situ. The free-field and reverberant techniques require special environments, such as anechoic 
and reverberant test chambers. Such environments are not practical for evaluating acoustic 
emissions from buried pipeline leaks, which must take place in soil or in some other medium that 
is representative of the soil surrounding the pipeline.  In comparison, in-situ techniques consist of 
inferring sound power by making measurements in the sound source’s natural environment or in a 
reasonable representation of its natural environment, such as in carefully designed laboratory 
experiments. These methods require taking several measurements in close proximity to the source, 
as well as a detailed understanding of any background and interfering noise sources. There have 
been a limited number of studies that have attempted to measure and characterize the acoustic 
energy associated with buried pipeline releases (Hunaidi and Chu 1999, Kirkpatrick and March 
1994, Eckert and Maresca 1992, Butterfield et al. 2017, Lim 2015, Adnan et al. 2015) and, among 
these, none have attempted to directly measure the acoustic power of the source. Furthermore, 
conducting meaningful laboratory experiments based on in-situ acoustic power measurement 
techniques tend to be complex and expensive7. These limitations create a need for estimating the 
acoustic power associated with leak noise analytically or semi-empirically, rather than attempting 
to measure it experimentally.  

                                                 
 

7 In most scenarios, operators are interested in predicting the performance of ELD systems, not only for a single 
release, but for a range of release conditions representing the expected releases on a particular pipeline system. The 
resulting laboratory experiments must consist of several measurements to ensure the acoustic power is well 
characterized. Furthermore, it is important to ensure that each release is staged in undisturbed virgin soil so as not to 
be influenced by previous releases. This often means replacing and re-staging the soil (and instrumentation) before 
every release.  
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IEC60534-8-4 Standard 

The international standard IEC60534-8-4 (IEC 2015) provides an analytical methodology for 
predicting the acoustic power generated by hydrodynamic flow through industrial-process control 
valves. At first glance, control valves and pipeline releases are dissimilar. However, under specific 
conditions, pipeline releases can be analogous to flow through orifice plates. It follows that orifice 
plates are a type of rudimentary control valve, which happen to be considered in the noise 
prediction calculations outlined in IEC60534-8-4. In order to treat pipeline releases as control 
valves, and more specifically as orifice plates, they must first be approximated as freely discharged, 
axisymmetric jets. In reality, the majority of pipeline releases are discharged into liquid-filled 
cavities that are gradually excavated by the jet itself over the course of the release. Therefore, 
rather than being freely discharged, fluid jets caused by pipeline releases tend to impinge on a 
liquid/solid boundary8. Furthermore, pipeline releases do not always originate from circular 
orifices (e.g. cracks and fissures) and, therefore, are not necessarily axisymmetric. The significance 
of these effects (i.e. presence of an excavated cavity and non-circular orifice shapes) is not easily 
determined and is specific to the conditions defining a given pipeline release (release pressure, 
orifice size, discharge fluid, soil parameters, etc.). Nonetheless, approximating pipeline releases as 
stated (i.e. as freely discharged, axisymmetric jets) still holds value because it enables the 
approximation of acoustic power through the use of the noise prediction methodology outlined in 
IEC60534-8-4.  

The methodology described in IEC60534-8-4 consists of first calculating the total mechanical 
power, Wm , of a fluid stream flowing through the valve, or in this case through the release orifice. 
Then, acoustic efficiency factors are calculated by considering the effects of both turbulence and 
liquid cavitation. These are denoted 𝜂𝜂𝑡𝑡  and 𝜂𝜂𝑐𝑐  , respectively. The acoustic power, Wa , is then 
obtained by multiplying the mechanical power by the sum of the acoustic efficiencies as follows: 

𝑊𝑊𝑎𝑎 = (𝜂𝜂𝑡𝑡 + 𝜂𝜂𝑐𝑐)𝑊𝑊𝑚𝑚 [5] 
The mechanical power is determined from the following equation: 

𝑊𝑊𝑚𝑚 =
𝑚̇𝑚𝑈𝑈2𝐹𝐹𝐿𝐿2

2
 [6] 

In Equation [6],  𝑚𝑚 ̇ is the mass flowrate through the orifice and U is the average cross-sectional 
flow velocity at the vena contracta. For reasons discussed in Section D.2.3, the average cross-
sectional velocity and, by extension, the mass flowrate are not considered to be key release 
parameters. Therefore Equation [6] must be modified such that it is expressed in terms of key 
release parameters (in this case, release pressure, orifice diameter and fluid density). Recalling that 

                                                 
 

8 The extent to which the jet impinges on the boundary, and therefore the accuracy of the “free jet” assumption, is a 
function of the local soil properties as well as the orifice size and release pressure. The exact relationship describing 
cavity shape and size as a function of key release parameters, such as release pressure, orifice diameter and soil 
properties, is not well known and this, therefore, represents a topic warranting further investigation. 
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the average cross-sectional velocity through a thick walled orifice can be expressed in terms of 
pressure and fluid density (see Equation [3]) and that mass flow rate is simply the average cross-
sectional velocity multiplied by the average cross-sectional area of the orifice (i.e. 𝑚̇𝑚 = 𝑈𝑈𝑈𝑈𝑑𝑑2 4⁄ ), 
Equation [6] can be modified and expressed in terms of key release parameters as follows:  

𝑊𝑊𝑚𝑚 =
𝜋𝜋𝐶𝐶𝑑𝑑3∆𝑃𝑃

3
2𝑑𝑑2𝐹𝐹𝐿𝐿2

(2𝜌𝜌)
3
2

 [7] 

In Equation [7], ∆𝑃𝑃 is the pressure differential and it is defined as the lower value of  𝑃𝑃1 − 𝑃𝑃∞ and 
𝐹𝐹𝐿𝐿2(𝑃𝑃1 − 𝑃𝑃𝑣𝑣), and FL is the pressure recovery factor. For most process-control valves, the pressure 
recovery factor is determined experimentally; however, for a flow through a thick orifice, defined 
herein as having a length to diameter ratio that is larger than 0.5 (𝐿𝐿𝑜𝑜 𝑑𝑑𝑜𝑜 > 0.5⁄ ), and a small flow 
area ratio9, the pressure recovery factor is approximately 0.72 (Ebrahimi et al. 2017).  

The component of acoustic efficiency factor associated with turbulent flow is calculated as follows:  

𝜂𝜂𝑡𝑡 = 10𝐴𝐴𝜂𝜂 �
𝑈𝑈
𝑐𝑐0
�  [8] 

In Equation [8],  𝐴𝐴𝜂𝜂 is an empirically derived exponent that depends on the valve type. For orifice 
plates, a value of  𝐴𝐴𝜂𝜂 = −4.6  is recommended. The flow velocity (at the vena contracta), U, and 
the sonic velocity of the medium, 𝑐𝑐0, also appear in the equation.  

If cavitation is found to occur (see Equation [2]), the component of acoustic efficiency associated 
with cavitation is calculated as follows:  

𝜂𝜂𝑐𝑐 = 0.32𝜂𝜂𝑡𝑡�
(𝑃𝑃1 − 𝑃𝑃∞)
∆𝑃𝑃𝑋𝑋𝐹𝐹𝐹𝐹𝐹𝐹1

(1 − 𝑋𝑋𝐹𝐹𝐹𝐹𝐹𝐹1)
(1 − 𝑋𝑋𝐹𝐹)

exp�5𝑋𝑋𝐹𝐹𝐹𝐹𝐹𝐹1� �
𝑋𝑋𝐹𝐹
𝑋𝑋𝐹𝐹𝐹𝐹𝐹𝐹1

�
5

�𝑋𝑋𝐹𝐹 − 𝑋𝑋𝐹𝐹𝐹𝐹𝐹𝐹1�
1.5  [9] 

If cavitation does not occur, then 𝜂𝜂𝑐𝑐  is simply equal to zero. In Equation [9],  𝑋𝑋𝐹𝐹  is the differential 
pressure ratio, and  𝑋𝑋𝐹𝐹𝐹𝐹𝐹𝐹1 is the differential pressure ratio corrected for inlet pressure. These are 
defined as follows:   

𝑋𝑋𝐹𝐹 =
𝑃𝑃1 − 𝑃𝑃∞
𝑃𝑃1 − 𝑃𝑃𝑣𝑣

  [10] 

𝑋𝑋𝐹𝐹𝐹𝐹𝐹𝐹1 =
0.90

�1 + 3�𝐾𝐾𝑉𝑉𝐹𝐹𝐿𝐿

�
6 × 105

𝑃𝑃1
�
0.125

  
[11] 

In Equations [10] and [11], 𝑃𝑃𝑣𝑣 is the liquid’s vapor pressure and 𝐾𝐾𝑉𝑉 is the metric flow coefficient, 
formally defined as the flowrate (in cubic meters per hour) that produces a 100,000 Pa (1 Bar) 
                                                 
 

9 For a conventional orifice plate, the flow area ratio is defined as the ratio of the orifice diameter to the upstream pipe 
diameter. In the case of pinhole leaks on transmission pipelines, this value is indeed very small.  



 
Appendix D – Leak Noise Emission and Propagation Modeling 

D.15 

pressure drop across the process-control valve. For circular orifices, 𝐾𝐾𝑉𝑉 can be defined in terms of 
the discharge coefficient,  𝐶𝐶𝑑𝑑,  and the orifice diameter, 𝑑𝑑𝑜𝑜 ,  as follows: 

𝐾𝐾𝑉𝑉 = 𝐶𝐶𝑑𝑑𝑑𝑑2𝜋𝜋�
2 × 105

𝜌𝜌
 × 3600 [12] 

Limitations of the Semi-empirical Approach 

The semi-empirical approach described above is useful for providing rough estimates of the 
acoustic power associated with pipeline releases. However, because it does not directly provide 
three-dimensional, time-dependant pressure fluctuations at the cavity boundary (i.e. at the interface 
between the fluid filled cavity and the soil), results obtained using it cannot be used directly in the 
acoustic propagation models described in Section D.3. It might be possible to infer the time-
dependant pressure fluctuations of an acoustic signal using its power; however, this would also 
require, at a minimum, some knowledge about the signal’s frequency distribution. Such 
information could be acquired experimentally; however, the costs associated with performing 
experiments could outweigh the benefits of the semi-empirical approach (the primary benefit being 
that it is generally less expensive and simpler to implement when compared to numerical 
approaches). Other limitations associated with the discussed semi-empirical approach relate to the 
required geometric simplifications of the model – specifically, the absence of a cavity boundary 
(or, more precisely, the presence of an infinitely large cavity). The cavity boundary is believed to 
cause reflections, scattering and possibly resonance effects. In the absence of a cavity boundary, 
such effects are not accounted for and could lead to inaccurate results. Finally, the overall accuracy 
of the discussed semi-empirical approach has not, to the author’s knowledge, been verified.  

D.2.5.2  Computational Methods 

Despite the increased complexity and added cost, characterizing leak noise through computational 
methods is generally more accurate and representative compared to the discussed semi-empirical 
approach. Many of the limitations associated with the semi-empirical approach could be 
eliminated, or at least minimized, through the use of modern Computational Aeroacoustics (CAA). 
Unlike the proposed semi-empirical approach, which can only approximate leak noise in terms of 
its acoustic power, CAA can be used to calculate the three-dimensional, time-dependant pressure 
fluctuations for both liquid and gas pipeline releases. This information is far more useful for the 
purpose of modeling the acoustics associated with pipeline releases because it is more descriptive 
and can be more readily input into the propagation models, which will be described in Section D.3.  

Traditional Computational Fluid Dynamics (CFD) methods are not generally appropriate for most 
aeroacoustic applications because: 1) CFD is usually better suited for time-independent problems, 
whereas aeroacoustics problems are inherently time-dependant; and 2) the primary interest for 
many CFD problems is in determining the loading on an aerodynamic body, such as an airfoil or 
rotor blade, whereas, with aeroacoustic problems, the acoustic field extends well beyond the solid 
boundaries of the orifice and, therefore, aeroacoustic simulations must be accurate throughout the 
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entire computational domain10. Conventional CAA methods can be broadly categorized into two 
groups: Direct Numerical Simulation (DNS) methods, where the compressible Navier-Stokes 
equations, which describe both the sound generating flow field and the aerodynamically generated 
acoustic field, are solved directly; and hybrid methods, where the computational domain is divided 
into separate regions and two different numerical solvers are used (one to obtain flow field 
information in the sound producing zone and the other to obtain acoustic information in the sound 
propagating  zone). DNS methods are considered to be the most exact; however, they often require 
a significant amount of computational resources and tend to be impractical for most applications 
(Bose 2013). By comparison, hybrid methods are less computationally expensive and often more 
practical to implement compared to DNS methods. However, they operate under the primary 
assumption that the flow generated acoustic disturbances (i.e. pressure fluctuations caused by leak 
noise) do not impact the sound generating portion of the flow (Wiart et al. 2010). If this assumption 
cannot be verified with a reasonable degree of confidence (e.g. when small cavities are combined 
with high momentum jets), then one should first seek a solution using a DNS method, which can 
then be used as a reference solution to support the validation of a hybrid method (Bailly and Bogey 
2004). If proved to be valid, the more computationally-efficient hybrid methods can then be used 
to systematically vary the flow parameters (different pressure and orifice combinations, etc.). In 
doing so, one must ensure that the systematic parameter variations do not alter the flow regime to 
the point where the validity of the hybrid methods is brought into question. 

Specific considerations with respect to the implementation of selected DNS and hybrid methods 
are discussed below.  

DNS Methods 

In DNS methods, the aerodynamic field and the acoustic field are solved simultaneously with a 
single solver (Bailly and Bogey 2004). DNS methods often require extensive computational 
domains consisting of a large number of mesh points and often excessive computational times 
(Martınez-Lera et al. 2008). Tam (1995) identified a number of key difficulties specific to DNS 
methods that are believed to be responsible for the discussed limitations. Firstly, there is significant 
disparity between the small magnitude of the acoustic disturbances and the significantly larger 
magnitude of the mean flow. The significant disparity between these two quantities is such that the 
magnitude of the acoustic disturbances is typically smaller than the computational error of the 
mean flow.  Secondly, there is disparity between the length scales; specifically, the thickness of 
the jet mixing layer, the length of the jet and the wave length of the produced sound are all very 
distinct. Thirdly, because acoustic waves are able to propagate away from the sound producing 
region of the flow (i.e. into the far field), and because characterizing such fluctuations is a primary 
objective, the solution must be accurate over the entire computational domain, not just in the 

                                                 
 

10 More traditional CFD methods can be used with CAA methods (usually to obtain flow field information in the near 
field); however, alone they are not usually the most effective option for solving aeroacoustic problems (Charalambous 
and Eames 2017). 
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immediate vicinity of an aerodynamic body, as is the case with most aerodynamic problems. Other 
relevant difficulties associated with DNS methods are related to the potentially non-linear effects 
of cavitation induced noise, as well as implementing outflow and other boundary conditions. 
Because of the discussed limitations and difficulties associated with DNS methods, they are often 
limited to simple geometries and, in this context, should only be used to validate the use of hybrid 
CAA methods if it is uncertain whether they (i.e. hybrid CAA methods) are appropriate for a 
particular flow regime. There are several examples demonstrating the use of DNS methods for 
solving CAA problems in the literature (Bailly and Bogey 2004, Tam 1995, Sandberg 2013). 

Hybrid Methods 

Most practical applications in CAA are based on hybrid methods and rely upon Lighthill’s 
equations or other similar acoustic analogy formulations. Some popular hybrid methods developed 
over the years depend on the acoustic analogies developed by Powell, Ffowcs Williams and 
Hawkings, Curley, Phillips, Lilley, Howe and Doak (Karabasov 2010, Farassat et al. 2004, 
Uosukainen 2011). Each of these acoustic analogies can be considered extensions to Lighthill’s 
analogy and are designed to account for specific flow phenomena. For example, the Ffowcs 
Williams and Hawkings formulation builds on Lighthill’s analogy by taking into account the 
effects of moving boundaries (Uosukainen 2011). This formulation is therefore useful when 
evaluating sound produced by moving structures such as rotor blades. In comparison, Powell’s 
analogy is among the so-called vorticity-based analogies, which highlight the role of vorticity in 
the generation of aeroacoustic sound (Uosukainen 2011). Vorticity-based analogies are believed 
to be particularly useful when acoustic resonance exists11 (Martınez-Lera et al. 2008). Powell’s 
analogy might therefore be suitable for modeling pipeline leak noise since the presence of the 
excavated leak cavity could cause a resonant effect.   

Most implementations of hybrid CAA methods are concerned with aerodynamic noise, as opposed 
to hydrodynamic noise, and, therefore, are not concerned with the component of acoustic energy 
that is caused by liquid cavitation. While many of the discussed acoustic analogies can apply to 
hydrodynamic regimes, some require modifications to be used in this capacity (Uosukainen 2011, 
Lin 2011). Therefore, for some implementations, the potential inaccuracies associated with using 
acoustic analogies that are incompatible with liquids are not strictly associated with their inability 
to account for cavitation noise, but rather they are inherent in the analogies’ equations themselves. 
Acoustic analogies from Phillips; Lilley; Howe; and Doak assume the medium to be an ideal gas 
(which is not applicable to liquid mediums) and, therefore, without appropriate modifications, they 
cannot be successfully applied to hydroacoustic fields. In contrast, only the so-called density-based 
analogies are suitable, without modifications, for hydroacoustic applications. These include the 
Lighthill; Powell; Ffowcs Williams and Hawkings; and Curley acoustic analogies (Uosukainen 

                                                 
 

11The feedback resulting from acoustic resonance can cause the hydrodynamic energy to concentrate and form large-
scale vortical structures (Martınez-Lera et al. 2008). 
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2011). There are many resources covering the derivation and specific uses of each of the listed 
acoustic analogies in the literature (Farassat et al. 2004, Tam 1995, Uosukainen 2011).  

Implementing CAA Methods 

In developing a CAA simulation for predicting leak noise, it is important to understand the 
parameters that are capable of affecting the flow regime (geometry, cavity size and shape, soil 
properties, release fluid properties, etc.) so that an appropriate formulation (Lighthill, Curle, 
Powell, etc.) and representative boundary conditions can be applied. As discussed, DNS methods 
may be required to validate the use of hybrid CAA methods, which should be used to carry out 
parametric evaluations of key release parameters in more complicated and representative 
geometry. Consideration should also be given to the selection of an appropriate turbulence model 
(RANS, LES, RANS/LES hybrid, etc.). There are several general resources covering the selection 
and implementation of turbulence models (Wilcox 1994, Pope 2012, Cebeci 2013, Schiestel 2008), 
as well as some more specific examples of turbulence modeling applied to submerged jets (Guo et 
al. 2001; Lee and Dimenna 1995). Finally, if cavitation is expected to occur (see Equation [2] in 
Section D.2.3), it is important to choose an appropriate computational model that accounts for both 
the multiphase nature of the flow, as well as the formation and collapse of vapor cavities (i.e. 
cavitation). Usually, such models consider a mixture fluid (consisting of a liquid and a gas phase) 
whose density can be calculated based on the volume fractions between the two phases. Cavitation 
models, such as that of Schnerr-Sauer (2001), are capable of solving the volume fraction of such 
flows (Charalambous and Eames 2017).  

Finally, the discussed CAA methodologies do not account for cavity formation and evolution. 
Cavity geometry and temporal evolution are best characterized experimentally, or computationally 
by some other dedicated numerical model. The results would then have to be input explicitly into 
the CAA model. If it can be shown that the cavity eventually reaches a terminal size after some 
finite (and reasonable) period, then this would greatly simplify the CAA modeling as the cavity 
geometry would not have to change with time.    

D.2.6 Conclusion 

Obtaining three-dimensional, time-dependant pressure fluctuations at the boundary of the leak 
cavity is useful for characterizing the acoustic source associated with leak noise. This information 
can be obtained with CAA methods; however, they can be expensive and impractical. As an 
alternative, a semi-empirical approach, whereby leak noise is characterized in terms of steady state 
acoustic power, has been proposed. While implementation of the semi-empirical approach is 
simpler, steady state acoustic power does not fully describe leak noise. Furthermore, it cannot be 
directly input into the propagation models discussed in Section D.3. 

Three-dimensional pressure fluctuations at the source adequately characterize leak noise; however, 
alone, this information is not capable of directly predicting the response of acoustic sensing 
instruments, which tend to be buried in the soil or fixed to the pipe at some fixed distance from the 
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release site. The reason for this is two-fold. First, the pressure fluctuations at the source are 
modified through attenuation, scattering, reflections and dispersion effects as they travel through 
the soil or along the pipe and, therefore, the resulting signal arriving at the ELD sensor is different 
from that at the source. Second, acoustic sensing instruments, such as geophones, accelerometers 
and fiber optic sensors, don’t usually directly measure pressure fluctuations in the soil. Rather, 
they tend to measure other physical parameters. For example, traditional geophones tend to 
measure filtered ground velocity (Hons 2008), whereas fiber optic based systems that make use of 
Coherent Optical Time Domain Reflectometry (C-OTDR) measure dynamic axial strain in the 
sensing fiber (Teixeira et al. 2014).  These topics will be discussed in Section D.4.  

D.3 PROPAGATION ACOUSTICS 

D.3.1 Overview 

Recall from the previous section that the acoustic source is characterized in terms of time-
dependant pressure fluctuations acting upon the cavity wall boundary. This section explores the 
mechanisms responsible for the propagation of this acoustic energy, starting at the cavity boundary 
and moving away through both the soil and the pipeline (including its contents). Key propagation 
parameters will be identified and discussed. In this context, key propagation parameters are 
analogous to key source parameters in that they refer to a collection of physical parameters that 
should be considered when studying the propagation characteristics of a particular medium (i.e. 
soil or pipeline). Finally, methods for modeling the propagation and ultimately predicting the 
seismic and mechanical waves caused by a known acoustic source will be discussed. For 
propagation through soil and solid structures, the terms “seismic waves” and “mechanical waves” 
are used in place of acoustic waves because it will be shown that non-fluid mediums, such as soils 
and solid structures, are able to transmit not only acoustic waves (i.e. compressional waves) but 
also shear waves, as well as others12. The science of seismology is concerned with the propagation 
of such waves through the earth’s crust and, therefore, the collection of waves that propagate 
through soil media are referred to as seismic waves. Similarly, there are a variety of wave types 
that propagate through solid structures, such as pipes; these will be collectively referred to as 
mechanical waves.    

D.3.2 Background  

When materials, such as the steel from a pipeline or the soil surrounding a pipeline, are subject to 
stress, they undergo strain (i.e. changes in volume and/or shape). When the stress is removed, 
elastic materials return to their original volume and shape, while inelastic materials remain 
deformed. In general, the degree of elasticity of a medium determines how well seismic and 

                                                 
 

12 There are also other types of seismic waves that are believed to apply only under specific conditions. These will be 
discussed later in this section. 
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mechanical waves can propagate through it (Bormann et al. 1999). Within its elastic range, the 
stress-strain behavior of soil and other solids, such as steel, can be described by Hooke’s law, 
which states that strain is linearly proportional to stress. The extent to which a particular material 
is able to resist stress depends on the nature of the deformation and is expressed by a parameter 
called the elastic modulus. The different elastic moduli that describe different deformations are as 
follows: 

• The bulk modulus, 𝐾𝐾, is a measure of how resistant a material is to compressibility. It is defined 
as the ratio of hydrostatic pressure increase to the resulting relative decrease in volume.  

• The shear modulus, 𝜇𝜇, is a measure of the material’s resistance to shearing. It is defined as half 
of the ratio between the applied shear stress,  𝜏𝜏𝑥𝑥𝑥𝑥, and the resulting shear strain,   𝑒𝑒𝑥𝑥𝑥𝑥. 

• Young’s modulus, 𝐸𝐸, is a measure of the material’s stiffness. It is defined as the ratio between 
the tensile stress (resulting from a force applied along some axis) and the resulting tensile strain 
(along the same axis).  

• Poisson’s ratio,  𝜈𝜈, is a measure of the material’s transversal expansion given some amount of 
axial compression. It is defined as the ratio of transverse strain to axial strain. 

These moduli, as well as other parameters, are used in the derivation of the elastic wave equation, 
which is the basis for the wave propagation mechanisms discussed in the next subsection. 

D.3.3 Wave Propagation Mechanisms 

The mechanisms responsible for the propagation of pipeline leak noise are categorized into two 
groups: propagation through soil (via seismic waves); and propagation through the pipeline (via 
mechanical waves). 

D.3.3.1  Propagation through Soil 

The elastic wave equation adequately describes most basic features of seismic wave propagation 
(Bormann et al. 1999). It is derived by combining the homogeneous equation of motion with the 
linear isotropic stress-strain relationship (a simplified form of the generalized Hook’s law). 
Parameters that appear in the elastic wave equation include the bulk modulus and shear modulus 
of the soil,   𝐾𝐾𝑠𝑠 and 𝜇𝜇𝑠𝑠, as well as the soil’s density,𝜌𝜌𝑠𝑠. There are two independent solutions to the 
elastic wave equation and they represent the two main types of seismic waves: pressure waves (P-
waves), and shear waves (S-waves). P-waves consist of compressional and dilatational 
disturbances that travel in the direction parallel to particle motion. S-waves consist of transverse 
or shear disturbances that travel in the direction perpendicular to particle motion. It is noted that 
P-waves travel faster than S-waves and that S-waves are generally more strongly attenuated than 
P-Waves (Bormann et al. 1999). P-waves and S-waves are considered body waves and, by 
definition, are the direct result of solutions to the elastic wave equation where the medium is 
considered infinite. Other solutions to the elastic wave equation are possible in the presence of a 
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free surface. These are referred to as surface waves, of which there are also two main types: Love 
waves, and Rayleigh waves. Love waves cause horizontal motion (shifting) of the medium at its 
free surface in a direction that is perpendicular to the direction of propagation, whereas Rayleigh 
waves include both longitudinal and transverse motions. The penetration depth of both types of 
surface waves decreases exponentially with depth and increases with wavelength.   

The discussion thus far assumes the propagation medium is linear, elastic and isotropic. However, 
pipelines are often surrounded by a variety of different soil media having different degrees of 
nonlinearity, inelasticity and anisotropy. Pipelines deployed in 1) granular (non-cohesive) 
materials (e.g. dry sand) and 2) fluid saturated porous materials will require special consideration 
as waves traveling through such media tend to be dissipative13 and dispersive14 in nature 
(Mouraille 2009, Hostler 2005, Kudarova 2016, Buckingham 2004), and it is important to account 
for these effects when selecting a physical model.  

In dry granular material, P-waves and S-waves are transmitted through the contact of the individual 
particles that comprise the granular media in the form of so-called force chains (Hostler 2005, 
Mouraille 2009). The force chains are largely responsible for the anisotropic distribution of stress, 
as well as the dissipative and dispersive nature of wave propagation through granular materials 
(Mouraille 2009, Hostler 2005) as energy is lost through the inelastic and frictional particle 
contacts, as well as through deformation and re-arrangement of the particle contacts (Hostler 
2005). Continuum theory (i.e. the elastic wave equation, or variations of it) has been used to 
describe wave propagation in granular material; however, the complex microstructural 
arrangements of these materials suggest that microstructural models tend to be more appropriate 
(Sadd et al. 1992). Discrete Element Method (DEM) simulations are widely believed to more 
accurately predict the mechanical behavior of granular material (Mouraille 2009, O’Donovan et 
al. 2016, Emdadifard and Hosseini 2014, Hostler 2005, Ning and Evans 2013).  Assumptions about 
contact stiffness, damping and particle packing geometries are required for DEM models. Such 
parameters are not easily measured but can be approximated if the following is known: the mean 
particle size; geometry and distribution of the particles; elastic modulus of the particles; Poisson’s 
ratio of the particles; density of the particles; inter-particle shear friction; and the shear modulus 
of the particles (O’Donovan et al. 2016). A more detailed discussion about DEM is reserved for 
later sections (see Section D.3.5). 

In fluid saturated granular material, there are three types of body waves: S-waves (these are similar 
to the basic S-waves described above), fast P-waves (these are similar to the basic P-waves 
described above), and slow P-waves, which can be regarded as compressional waves that 
predominantly propagate through the fluid phase of the saturated media (Xu 2009; Kudarova 
                                                 
 

13 Dissipation (intrinsic attenuation) refers to the irreversible energy loss of a propagating wave, which results in a 
gradual reduction in the wave’s amplitude as a function of distance from the source. This is different from attenuation 
caused by geometrical spreading, which is caused by the fixed amount of energy of the spherical wave front being 
distributed over the ever increasing spherical surface.   
14 Dispersion refers to the separation of a propagating wave into its component frequencies.  
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2016). Biot’s theory is the basis for most models describing the propagation of such waves.  In 
Biot’s model, poro-elastic media is comprised of three components: the porous matrix (or frame), 
the fluid which fills the pores, and the grains (this is the solid material that comprises the matrix).  
The fundamental parameters used in Biot’s theory describe each of these constituent components 
and are summarized as follows:  

• Matrix (denoted with subscript “m”) 

• Bulk modulus 𝐾𝐾𝑚𝑚 
• Shear modulus 𝜇𝜇𝑚𝑚 
• Density 𝜌𝜌𝑚𝑚 
• Porosity 𝜙𝜙 
• Permeability 𝑘𝑘𝑜𝑜 
• Tortuosity 𝑇𝑇 

• Pore fluid (denoted with subscript “f’) 

• Bulk modulus 𝐾𝐾𝑓𝑓 
• Dynamic viscosity 𝜂𝜂𝑓𝑓 
• Density 𝜌𝜌𝑓𝑓 

• Grain (denoted with subscript “g’) 

• Bulk modulus 𝐾𝐾𝑔𝑔 
• Shear modulus 𝜇𝜇𝑔𝑔 
• Density 𝜌𝜌𝑔𝑔 

• Fluid-saturated media (denoted with subscript “s”)  

• Bulk modulus 𝐾𝐾𝑠𝑠 
• Shear modulus 𝜇𝜇𝑠𝑠 
• Density 𝜌𝜌𝑠𝑠 

A more detailed discussion about modeling fluid saturated porous soils is reserved for later sections 
(see Section D.3.5). 

D.3.3.2  Propagation through the Pipe 

The elastic wave equation in cylindrical coordinates can be used to describe the basic features of 
acoustic wave propagation through hollow, fluid-filled elastic cylinders (Kondis 2005).  It was 
found that waves propagate through such structures in three different ways: longitudinal 
(compressional) waves, helical (torsional) waves, and flexural (bending) waves. Longitudinal 
waves are analogous to P-waves in that they consist of compressional and dilatational disturbances 
that cause linear particle motion parallel to the direction of propagation. Helical waves cause 
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rotational particle motion around the direction of propagation. Finally, flexural waves cause 
transverse particle motion relative to the direction of propagation. When considering pipes that are 
buried in the soil, it was found that the soil layer surrounding the pipe causes energy leakage from 
the system, which in turn leads to different levels of dispersion15 between the three discussed 
modes (Kondis 2005).  

In addition to the fluid and soil elastic moduli and densities listed above, the following additional 
parameters are required for characterizing mechanical wave propagation through hollow, fluid-
filled elastic cylinders buried in a soil medium: the elastic moduli of the pipe material 𝐾𝐾𝑃𝑃, 𝜇𝜇𝑃𝑃, 𝐸𝐸𝑃𝑃 
and  𝜈𝜈𝑃𝑃 (the subscript “p” signifies properties of the pipe material); the elastic moduli defined 
above (i.e. 𝐾𝐾𝑠𝑠, 𝜇𝜇𝑠𝑠, 𝐸𝐸𝑠𝑠 and  𝜈𝜈𝑠𝑠); both the pipe material density, 𝜌𝜌𝑃𝑃, as well as the medium’s 
density, 𝜌𝜌𝑠𝑠; and the pipe’s geometry, including its outer diameter,  𝐷𝐷𝑃𝑃, and its wall thickness, 𝑡𝑡𝑃𝑃.  

D.3.4 Key Propagation Parameters  

Much like the key source parameters, key propagation parameters refer to a collection of physical 
parameters capable of characterizing the propagation of seismic and mechanical waves through 
both the soil surrounding the pipeline and the pipeline. While many physical parameters can be 
shown to have some impact on propagation characteristics, not all of them can be easily measured 
by pipeline operators and, therefore, may not be particularly useful in the context of evaluating 
ELD technologies. Furthermore, they all effect the propagation of seismic and mechanical waves 
to varying degrees and, therefore, some physical parameters may prove to be better indicators than 
others. On that basis, key source parameters are defined as the collection of physical parameters 
that can: 1) satisfactorily characterize the leak noise for the purposes of evaluating ELD 
technologies, and 2) easily be measured or estimated by pipeline operators. If possible, it is also 
important that the key release parameters be independent of one another; however, this isn’t always 
practical and, therefore, is not a strict requirement.  

The parameters listed above (i.e. bulk moduli, shear moduli and densities, pipe geometry, and other 
soil properties) are all reasonably easy to measure (perhaps with the exception of some parameters 
required to perform DEM simulations in granular material) through material and soil testing, if not 
already known by the operator. However, adequate characterization of seismic and mechanical 
wave propagation doesn’t always require all of the listed parameters. The following discussion 
summarizes the conditions under which specific parameters are required, thereby making them key 
propagation parameters.   

                                                 
 

15 Dispersion is a phenomenon which causes a wave to be separated into its component frequencies as it propagates 
through a dispersive media. In dispersive media, different waves of different frequencies travel at different speeds; 
therefore, the different component frequencies arrive at the listener at different times.  
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D.3.4.1  Soil-related Parameters 

In situations where the soil is believed to satisfy the equations of linear isotropic elasticity, it is 
possible to approximate wave propagation by solving the basic elastic wave equation.  In these 
types of analyses, the following soil parameters are considered to be important and are therefore 
key propagation parameters: the soil’s bulk modulus, the soil’s shear modulus, and the soil’s 
density.  

In situations where the soil cannot be assumed to be isotropic (i.e. anisotropic soils), additional 
elastic moduli must be considered. Depending on the level of symmetry of the anisotropy, there 
can be up to 21 independent moduli which must be accounted for. In anisotropic soils, all of the 
relevant soil moduli are considered key propagation parameters. 

In scenarios where the soil is a dry granular material, the use of an appropriate DEM model is 
recommended if it’s practical to do so. If DEM is feasible, then the mean particle size; geometry 
and size distribution of the particles; elastic modulus of the particles; Poisson’s ratio of the 
particles; density of the particles; inter-particle shear friction; and the shear modulus of the particles 
will need to be taken into account16. When implementing DEM in granular soils, these, and 
possibly other parameters (depending on the specific implementation of DEM), are considered key 
propagation parameters. 

In scenarios where the soil is in a saturated state (either due its geological location, a 
meteorological event or as a result of a sustained liquid release), Biot’s, or other related models, 
should be used and, therefore, the following parameters are important: density of the pore fluid  𝜌𝜌𝑓𝑓, 
bulk modulus of the pore fluid,   𝐾𝐾𝑓𝑓, viscosity of the pore fluid, 𝜇𝜇𝑓𝑓, permeability of the soil, k, 
tortuosity of the soil, 𝛼𝛼, and the porosity of the soil,  𝛽𝛽. These parameters are key propagation 
parameters in scenarios where the soil is expected to be in a saturated state17. 

Other types of media might behave in a viscoelastic or inelastic manner. They might also be subject 
to scattering or non-linear effects. Waves propagating through such materials will be subject to 
varying degrees of intrinsic attenuation (i.e. the media is dissipative) and, possibly, dispersion. 
Accurately modeling wave propagation in these materials will require modifications or extensions 
to the basic wave equation described above (popular extensions or modifications that account for 
viscoelastic or inelastic behavior, as well as scattering and non-linearity, will be discussed later). 
Viscoelastic extensions to the elastic wave equation might require additional information, such as 
dynamic moduli or stress relaxation moduli. This is not an exhaustive list as there are several 

                                                 
 

16 Different implementations of DEM might require additional (or different) parameters. Furthermore, it might be 
appropriate to make a number of assumptions regarding certain parameters as they are not as readily quantified (i.e. 
geometry and size distribution of particles). 
17 It should be noted that the soil properties can change over time. For example, granular soils can become saturated 
with fluid as a result of either: 1) a sustained liquid pipeline release which gradually injects liquid into the surrounding 
soil, or 2) from local geological or meteorological sources.   
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different ways to account for the discussed effects. However, it is recommended that the user of 
the method ensures that the parameters associated with the selected extension or modification can 
be measured or inferred. 

The penetration depth of surface waves generally only becomes negligible at depths exceeding a 
few wavelengths (Hess 2002). Assuming the low end of leak noise frequency to be in the range of 
50 to 100 Hz and a soil sonic velocity in the range of 86 to 260 m/s (282 to 853 ft/s) (Oger et al. 
2007), a rough approximation of surface wave penetration depth would be on the order of 1 to 10 
meters (3 to 33 ft). Given an assumed ELD sensor burial depth in the range of zero (surface) to 2 
meters (7 ft), it is not possible to confidently exclude surface waves for typical ELD pipeline 
deployments. Therefore, in addition to the existing key propagation parameters, the burial depth 
of the ELD sensor(s), as well as that of the release site, should also be considered a key propagation 
parameter. 

D.3.4.2  Pipe-related Parameters 

When considering ELD systems deployed on the pipe’s surface, the parameters related to the pipe 
are indeed important. They are perhaps less important when considering ELD systems that are 
deployed off the pipe; however, since vibrating pipes leak energy into the surrounding soil, 
mechanical waves transmitted along the pipe might in fact be important to ELD sensors despite 
being deployed off the pipe’s surface. The extent to which mechanical waves can affect the 
performance of off-pipe sensors depends on several factors, such as the pipe-soil coupling, the 
spectral characterization of the leak noise, and the radial distance (offset) between the pipe’s 
surface and the ELD sensors. Unless there is a good reason to believe that mechanical waves 
transmitted along the pipe won’t impact off-pipe sensors, it is recommended that consideration be 
given to treating all parameters related to the propagation of mechanical waves (i.e. the elastic 
moduli of the pipe material  𝐾𝐾𝑃𝑃, 𝜇𝜇𝑃𝑃, 𝐸𝐸𝑃𝑃 and  𝜈𝜈𝑃𝑃; the pipe material density 𝜌𝜌𝑃𝑃; and the pipe’s 
geometry, including its outer diameter,  𝐷𝐷𝑃𝑃, and its wall thickness, 𝑡𝑡𝑃𝑃), as well as the radial offset 
of ELD sensors relative to the pipe’s surface, as key propagation parameters. 

D.3.5 Modeling Wave Propagation  

D.3.5.1  Overview  

In this subsection, methods for modeling seismic wave propagation in soil, as well as mechanical 
wave propagation though the pipeline, are discussed.  

D.3.5.2  Modeling Seismic Waves in Soil 

To facilitate this discussion, the previously discussed seismic wave propagation mechanisms are 
categorized into two main groups: those that can be modeled with a continuum approach (e.g. the 
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elastic wave equation), and those that are best modeled with a DEM approach. Methods based on 
a continuum approach average the physics across many particles so that the material can be treated 
as a continuum, whereas DEM refers to a family of numerical methods whereby the physics of 
individual particles are modeled separately. Most of the propagation media previously discussed 
can be modeled with continuum approaches and these will therefore be the focus of this discussion. 
However, since it might sometimes be advantageous to use a DEM approach (i.e. in dry or moist 
granular soils), these methods will also be briefly discussed.  

In continuum models, the matter that comprises the propagation medium (i.e. the soil or the fluid-
filled pipeline) is assumed to be infinitely subdividable. Continuum theory has proven useful in 
solving various practical problems in the areas of acoustics, heat transfer and geophysics. It is used 
to derive the basic elastic wave equation (or more formally, the seismic wave equation when 
applied to wave propagation in soil media). In its most basic form, the seismic wave equation 
assumes that the propagation media is linear, isotropic and elastic. Although it is customary to treat 
seismic waves in this way, it is important to recognize that this is an approximation and that not 
all soil materials can be treated as such (Müller 1984). Often, modifications to or variations of the 
seismic wave equation are required. Some common propagation media requiring such 
modifications are viscoelastic soils, anisotropic soils, fluid saturated porous soils and dry (or moist) 
granular soils.  

Modifications to the Seismic Wave Equation 

Viscoelastic soils are materials for which the stress-strain relationship has a time dependency. They 
can be viewed as exhibiting both elastic and viscous characteristics. A simple mechanical analogy 
would be that of a spring (elastic-like) dashpot (viscous-like) arrangement. Seismic waves 
propagating through viscoelastic media tend to be dissipative and dispersive (Guan et al. 2017) 
and, in order to accurately model such effects, one must ensure that the governing seismic wave 
equations account for the viscoelastic behavior of the media. This is done by considering not only 
the elastic moduli (introduced in Section D.2.2), but also viscous parameters such that the total 
strain rate in the media is the sum of the elastic and the viscous strain contributions (Banks et al. 
2010). There are several examples of viscoelastic seismic models in the literature (Mahmoudian 
and Margrave 2003, Guan et al. 2017, Müller 1984, Semblat 2008, Virieux et al. 2012). 

Anisotropic soils are materials for which the properties (e.g. elastic moduli) depend on orientation 
(direction). Some anisotropic soils exhibit planar symmetry. For example, a medium might be 
considered isotopic in any horizontal direction. Many different so-called symmetry planes (e.g. 
triclinic, monoclinic, rhombic, hexagonal, rhombohedral, tetragonal and regular) are possible 
(Danek et al. 2010). Knowing whether a particular symmetry plane exists in a given soil could 
reduce the required elastic moduli (down from 21 found in a perfectly anisotropic soil) to a more 
manageable number, thus simplifying the model. There are several examples of anisotropic seismic 
models in the literature (Mahmoudian and Margrave 2003, Danek et al. 2010, Takenaka 1995, 
Müller 1984, Semblat 2008, Hess 2002, Virieux et al. 2012). 



 
Appendix D – Leak Noise Emission and Propagation Modeling 

D.27 

Fluid saturated porous media is a multiphase material consisting of coarse particles that leave gaps 
(pores) filled with fluid. Fluid saturated porous media presents unique modeling challenges and 
the basic elastic wave equation does not adequately describe the interaction between the solid 
matrix and the pore fluid (Xu 2009). Saturated porous media is known to behave in a viscoelastic 
manner and, therefore, waves propagating through it tend to be dissipative and dispersive (Burridge 
and Keller 1981, Buckingham 1997).  The poro-elastic wave equations first derived by Biot (Biot 
1962a, 1962b) have long formed the basis of modeling wave propagation in fluid saturated porous 
media. Since it was first introduced, various extensions and reformulations have been made to 
Biot’s original theory. One that is of particular interest given the intended application is the 
Burridge and Keller model of poro-elastic materials (Burridge and Keller 1981), which can be 
viewed as a more generalized version of Biot’s poro-elastic model. While it is more complex to 
implement, it is capable of accounting for high viscosity pore fluids, such as crude and diluted 
bitumen. Furthermore, it is possible to simplify the equations such that there is no pore fluid, 
thereby possibly providing an accurate continuum model for dry granular soil. The flexibility of 
the Burridge and Keller model could allow for more advanced transient models in which the degree 
of pore saturation is allowed to gradually change as the release progresses18.  

Dry (or moist) granular soils are composed of discrete, macroscopic particles. The difficulty with 
modeling granular material with continuum approaches is that the complex mechanical interactions 
between particles (see Section D.3.3) are difficult to describe with few parameters (Mouraille 
2009). For this reason, DEM is believed to be advantageous in describing the wave propagation 
mechanisms associated with dry (or moist) granular soils (Mouraille 2009, O’Donovan et al. 2016, 
Emdadifard and Hosseini 2014, Hostler 2005, Ning and Evans 2013). There are several examples 
of DEM being used to model seismic wave propagation in granular material in the literature 
(O’Donovan et al. 2016, Mouraille 2009, Hostler 2005, Shukla 2005, Ning and Evans 2013). In 
DEM models, the entire state of each particle is known at each instant in time (Hostler 2005).  
DEM is therefore computationally demanding and it might not always be practical to use it to 
model wave propagation in granular material. In such cases, it might be possible to use a more 
traditional continuum approach; however, in doing so, one should be careful to ensure that any 
dissipation, dispersion or other effects are properly accounted for in the model. This might require 
experimental validation through bench- or full-scale testing, or cross validation by comparing the 
results to those of a simplified DEM simulation. A good description of a continuum approach for 
modeling seismic wave propagation in partially saturated granular soils is provided by Bloom 
(2006).   

Solving the Seismic Wave Equation 

Modeling seismic wave propagation requires solving the seismic wave equation. Analytical 
solutions to the seismic wave equation are only possible for simple geometries. For complex 
geometries, computational methods are required (Takenaka 1995). In the context of evaluating 
                                                 
 

18 The physical mechanisms that govern the migration of released fluid through the porous material would require 
additional, dedicated models and assumptions.    
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ELD systems deployed along pipelines, the geometry tends to be relatively complex. This is 
because, at a minimum, the model must account for: the pipeline geometry, the relative location of 
the free surface, the relative location of the leak noise source (including the leak cavity and its 
geometry), and the relative location of the deployed ELD sensor/sensors. Further complexity can 
arise when possible discontinuities in the propagation medium (e.g. due to different levels of 
consolidation at the trench boundary), as well as temporally and spatially evolving soil properties 
(e.g. a liquid leak that gradually saturates the soil), are considered.  

Various numerical methods have been used for solving the seismic wave equation (or variations 
on the seismic wave equation). The most widely used and successful methods include: the Finite 
Difference Method (FDM), and the Finite Element Method (FEM). The FDM method has been 
implemented extensively in seismic wave propagation due to its simplicity (Virieux et al. 2012). 
However, it is mainly adapted to simple geometries and has difficulties handling boundary 
conditions at sharp interfaces (Tarplett 2014, Shearer 2009, Mahmoudian and Margrave 2003, 
Virieux et al. 2012, Semblat 2008). Because of its wide implementation in seismology and its 
ability to handle complex geometry, natural boundary conditions and heterogeneous propagation 
media, (Tarplett 2014, Shearer 2009, Mahmoudian and Margrave 2003, Virieux et al. 2012, 
Semblat 2008), FEM approaches are considered suitable for modeling seismic waves caused by 
pipeline releases. FEM methods tend to be more computationally intensive compared to other 
methods (Virieux et al. 2012); however, given the application, this limitation is offset by the listed 
advantages. There are several examples of FEM implementations of seismic models in the 
literature (Shorr 2004, De Basabe and Sen 2009, Kelly and Marfurt 1990). 

When implementing FEM and other numerical methods, one must consider the boundary 
conditions and source implementation. In this application, important boundary conditions include 
the free surface, the pipe surface, the trench walls (should there be appreciable differences in the 
backfill and native soil material properties), and the absorbing (or radiation) boundary conditions, 
which are applied to the edges of the numerical model and mimics an infinite medium. Source 
implementation is the process by which the numerical grid is excited by the source term (see 
Section D.2 for details on modeling the source acoustics). In other words, it deals with injecting 
the acoustic energy from the release site into the model and, in this context, via the discussed 
release cavity boundary in the form of time-dependant pressure fluctuations. General 
considerations relating to source implementation, surface boundary conditions, and absorbing 
(radiation) boundary conditions can be found in Virieux et al. (2012).  

D.3.5.3  Modeling Mechanical Waves in Pipes 

Modeling mechanical wave propagation in fluid-filled buried pipes is a complex problem. One 
must account for the interaction between the fluid and solid phases, as well as between the pipe 
material and the surrounding soil. This type of problem has been successfully modeled with 
continuum approaches similar to the ones that are used to model seismic wave propagation. Kondis 
(2005) demonstrates a method whereby he obtained an exact solution for a simplified model 
describing mechanical wave propagation in a fluid-filled pipe. This model is simplified in the sense 



 
Appendix D – Leak Noise Emission and Propagation Modeling 

D.29 

that it assumes that: 1) the fluid boundary at the pipe wall cannot undergo radial displacements 
(this is based on the observation that the pipe’s material is at least one order of magnitude stiffer 
than the fluid contained within); 2) the effects of the soil surrounding the pipe are neglected; and 
3) the excitation (i.e. the acoustic source caused by leak noise) is a point source located on the axis 
of the pipe. While these assumptions, particularly 2 and 3, are not fully representative of the 
conditions surrounding pipeline releases, such a method does provide a simplified means of 
acquiring a rough approximation of the pipe’s ability to transmit acoustic information long 
distances. This approach could be useful in scenarios where ELD sensors are deployed on the 
pipe’s surface (i.e. not in the surrounding soil) and where it isn’t practical to implement more 
computationally demanding methods, such as FEM. Kondis (2005) also demonstrates a more 
generalized model. This model is more computationally demanding; however, it is capable of 
capturing the effects of the surrounding soil and simulating an off-centre excitation (i.e. at some 
location on the pipe’s wall). It is believed that replacing the point source with an excitation acting 
over a defined area further complicates the analysis by demanding even more computational 
resources. There are other examples of modeling wave propagation in fluid-filled pipes with hybrid 
analytical/FEM techniques (Han et al. 2014), as well as with commercially available software such 
as “disperse”19 (Leinov et al. 2015, 2016). 

Modeling mechanical wave propagation through the pipeline is important for predicting the 
performance of ELD sensors deployed on the pipe’s surface; however, it might also be important 
for predicting the performance of ELD sensor’s deployed off the pipe in the surrounding soil. The 
mechanical waves that propagate along the pipe tend to leak energy into the surrounding soil 
(Kondis 2005), which can then propagate in the form of seismic waves toward ELD sensors that 
are deployed off the pipe. This phenomenon suggests that, in addition to modeling the seismic 
waves that originate from the release site, it might also be important to consider modeling the 
seismic waves that originate from the pipe’s surface. This could be accomplished by expanding 
the seismic source implementation (see Section D.3.5.2) to include the vibrations induced by the 
pipe wall in addition to vibrations from the release site (or, more specifically, from the release 
cavity boundary).    

D.3.6 Conclusion 

Important wave propagation mechanisms in both soil media and fluid-filled solid pipes were 
discussed in the context of pipeline leak detection.  This led to the identification of key propagation 
parameters. These parameters should be used in numerical models to characterize the seismic and 
mechanical waves that propagate through space as a result of the time-dependent pressure 
fluctuations at the cavity boundary. Several models covering both continuum and discrete theories 
were discussed. Depending on the soil type and underlying model geometry, different methods are 
                                                 
 

19 Together, M.J.S. Lowe and P. Cawley from Imperial College published a number of papers, both theoretical and 
experimental in nature, on the subject of buried, water-filled pipes. This research resulted in a software package called 
"Disperse" (1997), which can calculate mechanical wave propagation of any cylindrically- or planar-layered system. 
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recommended. Acoustic sensing instruments, such as geophones, accelerometers and fiber optic 
sensors, don’t usually directly measure pressure fluctuations in the soil or on the pipe. Rather, they 
tend to measure other physical parameters. Therefore, to determine what the desired wave 
propagation solution(s) should be (i.e. which time-dependent parameter(s) and at what locations 
in three-dimensional space should be output by the discussed wave propagation models), it is 
necessary to first discuss the acoustic-based ELD sensors, as well as the mechanisms that enable 
them to measure acoustic energy (i.e. receiver acoustics). 

D.4 RECEIVER ACOUSTICS 

D.4.1 Overview 

Predicting the detection capabilities of acoustic-based ELD systems requires knowledge of: 1) the 
acoustic energy at the ELD sensor (methods for characterizing the acoustic energy at a particular 
location in the soil or on the pipe were discussed in the previous two sections); 2) certain intrinsic 
properties of the sensor capable of affecting its performance; and 3) the sensor’s ability to measure 
leak noise in the presence of other sources of extraneous noise (i.e. background noise). This section 
is concerned with items 2 and 3 above20. It reviews different types of acoustic sensors, as well as 
the physical mechanisms that enable them to measure seismic and mechanical wave energy. 
Several important intrinsic sensor properties, namely detection threshold, frequency response and 
directivity, are discussed as these are believed to have a significant effect on sensor performance. 
Finally, common sources of background noise, as well as their effects on the detection capabilities 
of the ELD systems will be discussed. 

D.4.2 Types of Acoustic-based ELD Sensors  

Acoustic-based ELD sensors can be broadly categorized into two groups: discrete sensors (point 
sensors), and distributed sensors. A discrete sensor measures seismic and mechanical wave energy 
from a singular point in space, whereas distributed sensors measure seismic and mechanical wave 
energy from a number of discrete (usually linearly distributed) locations in space simultaneously.  
Discrete sensors are typically deployed in array configurations such that, given sufficient 
placement density, they behave like a single distributed sensor. Common examples of discrete 
sensors include geophones and accelerometers, whereas distributed sensors usually consist of long 
strands of optical fiber21.  

                                                 
 

20 The performance of acoustic-based ELD sensors, specifically their ability to distinguish between authentic releases 
and extraneous noise, also depends on the system’s innate ability to analyze and interpret the raw data provided by the 
sensor/sensors (usually through some algorithmic and often proprietary process). This element of ELD performance 
varies significantly between technology vendors and is outside the scope of this discussion.  
21 Discrete sensors can also be fiber optic based. However, rather than depending on optical time domain reflectometry 
as do most distributed systems, they tend to be based on other principles, such as interferometry or fiber Bragg grating.  
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D.4.3 Sensing Mechanisms  

Acoustic-based ELD systems are able to measure seismic and mechanical waves (i.e. transmitted 
leak noise) by way of various sensing mechanisms. In this context, sensing mechanism refers to 
the process by which a sensor is able to convert a physical phenomenon into an electrical signal, 
which can then be interpreted by a human operator or by a computer algorithm. The sensing 
mechanisms associated with common acoustic-based ELD sensors, as well as any related 
implications with regard to predicting the detection capabilities of said ELD systems, are 
discussed. This discussion is limited to the sensing mechanism itself and does not cover the 
algorithmic or human interpretation of the resulting raw signals. 

D.4.3.1  Geophones 

Geophones are discrete point sensing transducers used extensively by geophysicists and 
seismologists to measure ground movement. A typical geophone consists of a proof mass 
suspended by mechanical springs which are attached to the surrounding geophone housing (Hons 
2008).  The geophone housing, which is coupled to the surrounding soil, moves in response to 
oncoming seismic waves. The inertia of the proof mass causes it to resist motion as the housing 
oscillates relative to it. In coil/magnet style geophones, the proof mass is wrapped in copper wire 
(or other conducting material) to form a coil and is enclosed in a magnet, which is attached to the 
housing. The relative motion between coil and magnet generates a voltage that is proportional to 
the ground velocity (Hons 2008). Geophones are usually constrained to only respond in one 
direction. However, multiple geophones can be arranged in bi-axial or tri-axial configurations such 
that ground movement can be measured along two or three orthogonal axes.   

D.4.3.2  Accelerometers  

Accelerometers, like geophones, are discrete point sensing transducers. Conceptually, most 
accelerometers behave like a damped proof mass on a spring. Similar to geophones, the 
accelerometer housing, which is coupled to a vibrating structure (i.e. the pipeline or the 
surrounding soil), moves in response to seismic and mechanical waves. The inertia of the proof 
mass causes it to resist motion as the housing oscillates relative to it.  The relative motion of the 
proof mass is converted into an electrical signal through piezoelectric, piezoresistive and capacitive 
components (Hons 2008). As the name suggests, the output voltage (or signal) of an accelerometer 
is proportional to the acceleration of a body in its own instantaneous rest frame (i.e. proper 
acceleration) (Hons 2008). Traditionally, accelerometers are constrained to only respond in a 
single direction (although there are accelerometer designs that are capable of measuring 
acceleration in multiple directions). However, as with geophones, multiple accelerometers can be 
arranged in bi-axial or tri-axial configurations such that acceleration can be measured along two 
or three orthogonal axes. 



 
Appendix D – Leak Noise Emission and Propagation Modeling 

D.32 

D.4.3.3  Fiber Optic Based Distributed Acoustic Sensors 

Most commercially available distributed acoustic sensors operate by injecting light pulses into an 
optical fiber. As the light travels along the fiber, it is scattered from microscopic variations in the 
transmission medium (i.e. the optical fiber). Localized acoustic energy (i.e. seismic and mechanical 
waves) can impart dynamic strain on the optical fiber and alter the characteristics of the 
microscopic variations and, therefore, also of the scattered light.  By analysing the scattered light 
that travels back along the optical fiber (i.e. the backscattered light), it is possible to characterize 
the dynamic strain at different locations along the optical fiber.  If the fiber optic cable is 
mechanically coupled to the vibrating structure (i.e. the pipeline or the surrounding soil), then it is 
possible to interpret the measured dynamic strain as mechanical or seismic vibrations.  

The exact relationship between a fiber-based distributed sensor’s output signal and ground 
movement is not obvious, specifically when compared to geophones and accelerometers.  Fiber-
based distributed sensors measure the dynamic longitudinal strain along the fiber (Golacki et al. 
2016), unlike geophones and accelerometers which directly measure ground velocity and ground 
acceleration, respectively. Therefore, seismic and mechanical waves of different types (P-waves, 
S-waves, etc.) traveling in different directions can combine to create complex loading conditions 
along the fiber making it difficult to attribute the resulting longitudinal strain to a single quantity. 
Furthermore, most commercially available fiber optic cable bundles consist of multiple strands of 
helically wound optical fiber.  This complicates the geometry by further clouding the relationship 
between ground movement and sensor output.     

D.4.3.4  Other Sensors 

There are several other types of acoustic-based ELD sensors. For example, optical fiber based 
point sensors use a variety of different optical techniques, such as interferometry and fiber Bragg 
gratings, to measure seismic and mechanical energy. The list above represents some of the more 
popular types and serves to illustrate how different sensors are able to measure different physical 
quantities. The operator should be familiar with the sensing mechanisms of candidate ELD systems 
before attempting to predict performance. Such information can be obtained from the manufacturer 
or, depending on the underlying technology, from public domain literature. 

D.4.4 Intrinsic Sensor Characteristics  

Together, the detection threshold, the frequency response and the directivity of an ELD sensor, as 
well as the degree of background noise that is present, can be used to predict how the sensor will 
respond to seismic and mechanical waves caused by leak noise. These characteristics will be 
defined and discussed in the context of common acoustic-based ELD systems in the following 
subsections. 
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D.4.4.1  Detection Threshold  

The detection threshold of acoustic-based ELD sensors describes the minimum amplitude that a 
seismic or mechanical wave must have in order to produce a Signal to Noise Ratio (SNR) of at 
least one (a similar definition was proposed by Gabai and Eyal (2017) for evaluating the sensitivity 
of fiber based distributed acoustic sensors). Wave amplitude in this context should depend on the 
ELD sensor’s sensing mechanism (see Section D.4.3). For example, a geophone’s detection 
threshold should be defined in terms of the minimum ground velocity amplitude, whereas an 
accelerometer’s detection threshold should be defined in terms of the minimum ground/particle 
acceleration amplitude. 

The output voltage of discrete ELD sensors, such as geophones and accelerometers, is proportional 
to well-defined quantities, such as ground velocity and ground/particle acceleration. Therefore, for 
these systems, it is possible to readily define a detection threshold in terms of such quantities. The 
detection threshold can be obtained experimentally in a bench scale evaluation or it can be provided 
by the ELD system’s vendor. By comparison, the output signals associated with fiber-based 
distributed acoustic systems are proportional to dynamic longitudinal strain in the optical fiber. As 
discussed, dynamic longitudinal strain along a buried optical fiber is not easily linked to any 
particular seismic wave or mechanical wave quantity (ground/particle displacement, 
ground/particle velocity wave pressure, etc.) and, therefore, detection thresholds for fiber-based 
distributed acoustic sensors deployed in soil are not easily defined. This makes it difficult to predict 
the detection capabilities of such systems through numerical means only. The ELD system’s 
vendor might be able to provide information related to the detection threshold. Alternatively, it 
might be necessary to conduct complementary experimental evaluations whereby the ELD 
system’s output signal is empirically correlated to a particular aspect of ground movement.  
Another difficulty with predicting the performance of fiber-based distributed systems is that the 
detection threshold changes as a function of the interrogation distance (i.e. the optical distance 
separating the acoustic event from the interrogator unit). Because of this, different performance 
predictions may need to be made for different sections of the distributed sensor, thereby further 
complicating the analysis. 

D.4.4.2  Frequency Response  

The frequency response of an acoustic-based ELD sensor describes the sensitivity to the range of 
frequencies. It is characterized by the system’s relative sensitivity to different frequency bands 
within a given range of frequencies. It is important to consider the frequency response of candidate 
ELD systems because it determines which frequency of seismic and mechanical waves the ELD 
sensor responds to. For example, consider a pipeline release that generates and transmits a 
significant amount of seismic energy toward a particular ELD sensor. If that sensor is not sensitive 
to the range of frequencies transmitted by the release (i.e. suppose the transmitted release noise 
predominantly resides in the 5 kHz to 10 kHz range, while the sensor’s frequency response is 
limited to the 100 Hz to 2 kHz range), its performance could be poor despite relatively large seismic 
amplitudes.  Information about an ELD system’s frequency response can likely be provided by the 
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technology vendors or, if not available, through experimental evaluation22. The frequency response 
of fiber-based distributed systems changes as a function of interrogation distance. It is therefore 
important to also consider this effect when predicting the performance of such systems.  

D.4.4.3  Directivity 

Directivity describes the directionality of a sensor’s sensitivity to incoming signals (i.e. seismic 
and mechanical waves). Sensors that uniformly measure signals from all directions are referred to 
as omnidirectional. The directivity of an ELD sensor is an important parameter for predicting its 
performance because it determines how the sensor’s orientation relative to the oncoming seismic 
and mechanical waves affects its performance. Since geophone and accelerometer response is 
usually constrained to a single axis, their directivity is well-known. As discussed, such sensors can 
be installed in bi-axial and tri-axial configurations. In this way, the resulting directivity can be 
altered such that it better aligns with the oncoming release noise, thus improving performance. For 
reasons discussed above (see Sections D.4.3 and D.4.4.1), the directivity of fiber-based distributed 
systems is less well-defined and depends on a number of factors. It is also not uncommon to deploy 
fiber-based ELD systems in conduit structures. In such deployments, the cable likely sits in the 
bottom of the conduit and this causes an asymmetry with regard to its mechanical coupling to the 
soil or pipe. This can have an effect on the resulting directivity, which might need to be taken into 
account. ELD system vendors might be able to provide information about the directivity of their 
sensors; however, it might also be necessary to conduct experimental evaluations.      

D.4.4.4  Background Noise 

On a typical pipeline installation, acoustic-based ELD sensors are subject to varying degrees of 
background noise. In this context, background noise is broadly defined as any source of seismic or 
mechanical energy not associated with leak noise that is measureable by any or all of the ELD 
systems under consideration. Background noise should be taken into account when predicting the 
performance of acoustic-based ELD systems. This involves first characterizing the source of the 
background noise. Depending on the nature of the background noise, it might be possible to 
characterize it numerically (this is similar in principle to the source characterization described in 
Section D.2); however, it might only be possible to characterize it experimentally or to rely on 
previously published information. Once characterized, the background noise transmission through 
the soil, and possibly the pipe, should be modeled. Many of the methods discussed in Section D.3 
apply to modeling leak noise and background noise alike.   To facilitate this discussion, background 

                                                 
 

22 An experimental evaluation might involve exciting the ELD sensor with a known input signal and measuring the 
output signal. The input signal would likely consist of a sequential tone sweep (sinusoidal waveform) through a 
discrete number of frequency steps (i.e. 40). The frequency sweep would span a discrete range of frequencies (i.e. 1 
Hz to the Nyquist frequency, or to some percentage of the Nyquist frequency) and each step would have equal duration 
(i.e. 5 seconds).       
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noise is categorized as being either continuous or intermittent. Common examples for each 
category, as well as discussion about characterizing the sources, are provided below. 

Continuous 

The most common source of continuous background noise along transmission pipelines is 
associated with product flowing through the pipeline itself. Bull and Rennison (1974) provide a 
good description of acoustic emissions caused by pipeline flow. They suggest that the primary 
mechanisms responsible for flow-related noise are related to: 1) fully developed turbulent flow in 
the pipe and 2) flow disturbances at pipe fittings, such as elbows and valves. The source 
characteristics associated with such noise can be predicted numerically with common CFD 
methods or measured experimentally.  

Another potentially important source of continuous background noise is caused by the mechanical 
vibrations emitted by the pumps and compressor. Such vibrational energy can travel through the 
pipe, as well as through the soil, but usually only applies to ELD sensors that are deployed 
sufficiently close to pump and compressor stations. Source characteristics associated with 
mechanical pump and compressor noise are best obtained experimentally.  

Intermittent 

Common sources of intermittent noise include noise from meteorological sources, such as wind, 
rain, hail and thunder. Each of these sources are best characterized by considering published 
information or by gathering field data along the pipeline itself.  

Animals and wildlife are other potential sources of intermittent background noise, which, like 
meteorological effects, are best characterized by gathering field data along the pipeline itself.    

Human activity is also a source of intermittent background noise. Examples include mechanical 
equipment, such as trucks, excavators and aircraft (either patrol aircraft traveling along the length 
of the pipeline or commercial flights whose flight paths are close to the pipeline right-of-way), 
human footsteps, and possibly even voices if they are sufficiently close to the ELD sensors. 
Background noise caused by human activity is best characterized by gathering field data along the 
pipeline itself. In certain examples (commercial aircraft traveling overhead), it might be possible 
to consider published information, provided certain details are known (type of aircraft, altitude, 
etc.).    

D.4.5 Conclusion 

Once information about an ELD system’s detection threshold, frequency response and directivity, 
as well as the expected degree of background noise, is known, it is possible to combine this 
information with the modeling results from Sections D.2 and D.3 such that inferences about the 
ELD system’s performance can be made. As discussed, the performance predictions that are 
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possible with the discussed methods do not account for the algorithmic interpretation of the raw 
sensor output. The resulting performance approximations are therefore not to be interpreted as a 
guaranteed or expected level of performance. Rather, the discussed methods for approximating 
performance should be regarded as feasibility estimates only. If more accurate performance 
predictions are required, it might be possible to work with the technology vendors to conduct more 
advanced modeling simulations and/or experimental evaluations capable of accounting for the 
sensor data interpretation processes inherent in commercial implementations of the various 
technologies. 
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VENDOR QUESTIONNAIRE 
 
 

PHMSA Large Scale Laboratory Evaluation of Point Sensing External 
Leak Detection Technologies 

 
 
 

1. PROJECT OVERVIEW 

This questionnaire is designed to collect and consolidate information on prospective point sensing 
external leak detection vendors for the purpose of generating a shortlist of candidates to participate in 
the upcoming PHMSA leak detection test. The questions are intended to gain a better understanding 
of your company and your technology’s performance claims. In order to best compare all vendors, it 
is encouraged that you provide detailed answers to all questions and include any competitive 
advantages your technology may have.  

This test program is funded by the Pipeline and Hazardous Materials Safety Administration 
(“PHMSA”) and the work is executed by C-FER Technologies (1999) Inc. (“C-FER”). A technical 
Advisory Panel (TAP), comprising of representatives from the following major pipeline operators: 
Enbridge Pipelines (“Enbridge”), TransCanada Pipelines (“TCPL”), Kinder Morgan-Canada (“Kinder 
Morgan”) and Plains All American Pipeline (“PAALP”), is involved in an advisory capacity and 
provides guidance in the test design, execution and interpretation of results. 

1.1 Project Objectives 

The objective of the proposed laboratory test is to evaluate the feasibility of using point sensing 
external leak detection systems to monitor strategic sections of a pipeline. This will be accomplished 
by deploying a number of External Leak Detection (ELD) systems in various configurations and 
exposing them to a range of simulated pipeline releases. The test will aim to assess vendor performance 
in two distinct settings: one representing deployments near pipeline components with an increased 
likelihood of leakage, such as subsurface valves (herein referred to as “Location 1”); and the other 
scenario representing high-consequence areas, such as near river crossings (herein referred to as 
“Location 2”). Figures E.1 and E.2 are schematic representations of possible point sensor deployments 
in Locations 1 and 2 above respectively. 

There are two distinct operating states where ELD systems are expected to operate: Normal mode, 
defined by steady operating conditions and relatively high operating pressures; and Shut-in mode, 
defined by transient operating conditions and relatively low operating pressures.  
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Figure E.1  Possible ELD Deployment Near a Pipeline Component Having an Increased Likelihood of 
Leakage 

 

Figure E.2  Possible ELD Deployment Near a High Consequence Area 

1.2 Performance Requirements 

Performance requirements represent a collection of specifications which describe the required 
functionality of a particular ELD technology for a given pipeline system. This section of the 
questionnaire focuses on defining specific performance requirements, as well as defining the 
application environment within which the technology must operate. The performance requirements 
defined in this section of the questionnaire will be directly compared against the vendor’s performance 
claims. This comparison will form the basis of a pre-testing evaluation, which will ultimately inform 
the selection of shortlist of vendors for participation in the largescale laboratory test.   
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Performance Metrics and Key Performance Indicators 

To facilitate the interpretation and evaluation of vendor performance claims, the performance 
requirements are grouped into four separate categories, or metrics: sensitivity, reliability, accuracy and 
robustness.  

An individual performance requirement consists of a specific target applied to a key performance 
indicator (KPI). A KPI is a specific and measureable quantity that allows for quantitative evaluation 
of a specific element of an ELD system’s performance. Minimum detectable leak rate is an example 
of a KPI that can be used to evaluate the sensitivity performance metric. An operator may set a specific 
target for this KPI and, together, the KPI and the associated target form a discrete performance 
requirement that can be used to evaluate the sensitivity of a particular ELD system.   

Application Environments 

Different performance requirements may be appropriate depending on the pipeline location and 
operating state. To facilitate the process of deriving meaningful performance requirements for the 
pipeline in question, the first step is to identify and define the relevant locations and operating states. 
Pipeline locations are differentiated by the nature of the physical environments traversed and operating 
states refer to the different modes of operation that are expected over the pipeline’s operating life. 
Once defined, the various combinations of locations and operating states constitute discrete scenarios, 
referred to herein as “application environments”, each of which should be evaluated separately. 

Given the pipeline locations and operating states defined in Section 1 of this questionnaire, four 
application environments are defined as follows: 

• Application Environment A 

• Pipeline Location 1 

• Operating State “Normal”  

• Application Environment B 

• Pipeline Location 2 

• Operating State “Normal”  

• Application Environment C 

• Pipeline Location 1 

• Operating State “Shut-in”  

• Application Environment D 

• Pipeline Location 2 

• Operating State “Shut-in” 
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Detailed performance requirements, classified according to the four performance metrics, are assigned 
to each of the application environments and summarized in Table E.1.  

Performance 
Metrics 

Performance Requirements by Application Environment 
A 

Pipeline Location 1 
Operating State 

“Normal “ 

B 
Pipeline Location 2 

Operating State 
“Normal “ 

C 
Pipeline Location 1 

Operating State “Shut-
in “ 

D 
Pipeline Location 2 

Operating State “Shut-
in “ 

Sensitivity 

Minimum 
detectable leak 

rate of at least 20 
LPM (this 

corresponds to 
roughly 0.3% of 

pipeline 
flowrate)1 

Minimum 
detectable leak 

rate of at least 10 
LPM (this 

corresponds to 
roughly 0.15% of 

pipeline flowrate) 1 

Minimum 
detectable leak 

rate of at least 20 
LPM (this 

corresponds to 
roughly 0.3% of 

pipeline flowrate) 1 

Minimum 
detectable leak 

rate of at least 10 
LPM (this 

corresponds to 
roughly 0.15% of 

pipeline flowrate) 1 

Reliability <2 false 
alarms/year 

<10 false 
alarms/year 

<2 false 
alarms/year 

<10 false 
alarms/year 

Accuracy None2 
Leak localization 

accuracy of <10 m 
(<32.8 ft)  

None2 
Leak localization 

accuracy of <10 m 
(<32.8 ft)  

Robustness (see note 3) (see note 3) (see note 3) (see note 3) 
1. If possible, vendors should report the estimated time to detect (response time) associated with any reported minimum 

detectable leak rate claims. 
2. The sensors are distributed within the same longitudinal plane as the subsurface valve/component that is at risk of leaking. 

Therefore all potential leak alarms occur in at the same longitudinal plane and leak location accuracy in this particular 
application environment is not a meaningful performance metric.  

3. Since robustness is a measure of a leak detection system’s ability to function as intended despite variations in operating 
conditions, the KPIs employed to quantify sensitivity, accuracy, and reliability are applicable for robustness when considered 
under irregular operating conditions. The vendor is, therefore, encouraged to report any competitive advantages or claims 
relating to their system’s ability to perform despite significant variations in the stated operating conditions. This could include 
such claims as: “no significant increase in the false alarm rate despite excavation equipment operating nearby”.    

Table E.1  Performance Requirements Organized by Application Environment 

Application Environment Parameters 

An ELD system’s ability to meet the defined performance requirements is a function of the physical 
characteristics of the application environment. The application environment can be characterized by a 
set of parameters referred to herein as application environment parameters (AEPs), which are 
categorized as being either “operator defined” or “intrinsic”. AEPs should be derived and quantified 
for each of the established application environments.  

The pipeline operator generally has little to no control over the “intrinsic” AEPs and, therefore, these 
tend to be more rigidly enforced compared to the “operator defined” AEPs. On that basis, there is often 
opportunity to tweak the “operator defined” AEPs within a defined range to allow for optimal ELD 
performance. The vendor should therefore consider the specified range of “operator defined” AEPs 
when reporting performance and, when possible, attempt to quantify the change in performance that 
would result from varying specific “operator defined” AEPs within the specified range.  
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The following AEPs will describe the application environments that candidate ELD technologies are 
expected to operate within:  

• Estimated range of orifice diameters (intrinsic) 

• Average soil temperature (intrinsic) 

• Average commodity temperature (intrinsic) 

• Commodity (intrinsic) 

• Minimum operating pressure (intrinsic) 

• Maximum operating pressure (intrinsic) 

• Soil composition (intrinsic) 

• Sensor deployment configuration (operator defined) 

• Sensor spacing scheme (operator defined) 

• Non-viable locations (operator defined) 

The majority of these AEPs are self-evident; however, the sensor deployment configuration is 
somewhat more ambiguous and requires additional explanation. This operator defined parameter 
describes the overall placement scheme of individual sensors or arrays of sensors. In most scenarios, 
it can be described in terms of cylindrical coordinates centered about the pipeline where: the 
circumferential coordinate describes the sensor’s clock position relative to the pipeline; the radial 
offset coordinate describes the distance separating the sensor and the pipeline surface in the direction 
normal to the pipe surface; and the longitudinal coordinate describes the sensor offset in the direction 
parallel to the pipe.  

The AEPs describing the application environments are summarized in Table E.2. 
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Application 
Environment 

Parameter 

Application Environment 
A 

Pipeline Location 1 
Operating State 

“Normal “ 

B 
Pipeline Location 2 

Operating State 
“Normal “ 

C 
Pipeline Location 1 

Operating State “Shut-
in “ 

D 
Pipeline Location 2 

Operating State 
“Shut-in “ 

Minimum operating 
pressure  
(Intrinsic) 

200 psi 200 psi 50 psi 50 psi 

Maximum operating 
pressure  
(Intrinsic) 

500 psi 500 psi 200 psi 200 psi 

Estimated range of 
orifice diameters 

(Intrinsic) 
0.05 – 0.15 in 0.05 – 0.15 in 0.05 – 0.15 in 0.05 – 0.15 in 

Commodity Phase 
(Intrinsic) 

Liquid  Liquid  Liquid Liquid 

Commodity Composition 
(Intrinsic) 

Dilbit Dilbit Dilbit Dilbit 

Average soil 
temperature1  

(Intrinsic) 

6ᵒC (42.8°F) in 
winter 

10ᵒC (50°F) in 
summer 

6ᵒC (42.8°F) in 
winter 

10ᵒC (50°F) in 
summer 

6ᵒC (42.8°F) in 
winter 

10ᵒC (50°F) in 
summer 

6ᵒC (42.8°F) in 
winter 

10ᵒC (50°F) in 
summer 

Average commodity 
temperature1  

(Intrinsic) 

10ᵒC (50°F) in 
winter 

13ᵒC (55.4°F) in 
summer 

10ᵒC (50°F) in 
winter 

13ᵒC (55.4°F) in 
summer 

10ᵒC (50°F) in 
winter 

13ᵒC (55.4°F) in 
summer 

10ᵒC (50°F) in 
winter 

13ᵒC (55.4°F) in 
summer 

Commodity  
(Intrinsic) 

Dilbit  Dilbit Dilbit Dilbit 

Soil composition 
(Intrinsic) Silty Sand Silty Sand Silty Sand Silty Sand 

Soil compaction 90-100% 90-100% 90-100% 90-100% 

Soil Moisture content 6-10% 6-10% 6-10% 6-10% 

Sensor deployment 
configuration  

(Operator defined) 

The sensor array 
should be 

circumferentially 
distributed at fixed 

radial and longitudinal 
positions 

 

The sensor array 
should be 

longitudinally 
distributed at fixed 

radial and 
circumferential 

positions2 
 

The sensor array 
should be 

circumferentially 
distributed at fixed 

radial and longitudinal 
positions 

 

The sensor array 
should be 

longitudinally 
distributed at fixed 

radial and 
circumferential 

positions2 
 

Sensor spacing scheme  
(Operator defined) 

Maximizing sensor 
spacing is less 

important 

There is a strong 
desire to maximize 

sensor spacing3 

Maximizing sensor 
spacing is less 

important 

There is a strong 
desire to maximize 

sensor spacing3 
1. Specify any substantial differences in performance owed to seasonal variations 
2. If possible, quantify the change in performance that would result from variations in the circumferential and radial positions. 
3. If possible, quantify the change in performance that would result from variations in the sensor spacing scheme. 

Table E.2  Characterization of the Application Environments 
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The next section describes the manner in which vendors should report their system’s performance in 
the context of the defined performance requirements listed in Table E.1 and the application 
environments characterized in Table E.2. 

2. SYSTEM PERFORMANCE 

This section is intended to gather information regarding the specifications and performance 
capabilities of your technology. Please answer the following questions with as much detail as possible 
(using quantitative results where possible/appropriate). 

2.1 Technology/System Overview 

 What measurement principle does your sensor use? 

 Would you be keen on testing your sensors in various sensor deployment configurations? 

2.2 Reported Performance and Supporting Data 

Your system’s performance should be conveyed in the form of discrete performance claims that are 
reasonably supported by relevant data. The reported performance claims should relate to the listed 
technology requirements shown in Table E.1 to the extent possible. If possible, details describing the 
application environment (expressed in terms of the AEPs outlined in Table E.2) of a particular data 
source should be reported. Furthermore, as discussed in Section 1 of this questionnaire, certain 
“operator defined” AEPs are intentionally defined loosely. On that basis, vendors are encouraged to 
indicate how their system’s performance is affected by changes in these operator defined AEPs 
(e.g. quantify the change in performance that would result from varying the sensor’s radial offset 
relative to the pipe). Vendors are also encouraged to provide their recommendations regarding these 
operator defined AEPs. (e.g. the ideal radial offset from the pipe would be zero).   

Potential sources of data to support your performance claims might include: 

• data from field tests or pilot projects; 

• data from comprehensive full scale laboratory tests; 

• data from bench scale tests; and 

• data from analytical and numerical modeling. 

Below is an example illustrating how this section of the questionnaire might be filled in by the vendor. 
The example consists of a filled in performance claim table (Table E.3), as well as a summary of the 
sources of supporting data/documentation. This example represents a hypothetical vendor submission 
and is not intended to reflect actual performance claims.



 
Appendix E – Sample Vendor Questionnaire 

E.8 

 

Performance 
Requirements 

Vendor Claims by Application Environment 
A 

Pipeline Location 1 
Operating State “Normal “ 

B 
Pipeline Location 2 

Operating State “Normal “ 

C 
Pipeline Location 1 

Operating State “Shut-in “ 

D 
Pipeline Location 2 

Operating State “Shut-in “ 

Performance Claim Supr. 
Data.1 Performance Claim Supr. 

Data.1 Performance Claim Supr. 
Data.1 Performance Claim Supr. 

Data.1 

Sensitivity 

Sensors are able to 
detect leak rates as low 

as 3.75 LPM with 
typical response times 

of 1-2 hrs 

Source 1 

Sensors are able to 
detect leak rates as 

low as 3.75 LPM 
with typical response 

times of 1-2 hrs 

Source 1 

Sensitivity remains 
unchanged even at a 

lower operating 
pressure, however 

the detection time is 
inversely proportional 

to the leak rate 

Source 1 

Sensitivity remains 
unchanged even at a 

lower operating 
pressure, however 

the detection time is 
inversely proportional 

to the leak rate 

Source 1 

Reliability 
<3 False alarms per 

annum likely caused by 
natural hydrocarbons 

surfacing 

Source 3 

<3 False alarms per 
annum likely caused 

by natural 
hydrocarbons 

surfacing 

Source 3 

<3 False alarms per 
annum likely caused 

by natural 
hydrocarbons 

surfacing 

Source 3 

<3 False alarms per 
annum likely caused 

by natural 
hydrocarbons 

surfacing 

Source 3 

Accuracy 

Given a sensor  
spacing scheme of 10 
m or less, a location 
accuracy of <10 m 

should be achievable 

Source 2 

Given a sensor  
spacing scheme of 

10 m or less, a 
location accuracy of 

<10 m should be 
achievable 

Source 2 

Given a sensor  
spacing scheme of 10 
m or less, a location 
accuracy of <10 m 

should be achievable 

Source 2 

Given a sensor  
spacing scheme of 10 
m or less, a location 
accuracy of <10 m 

should be achievable 

Source 2 

Robustness 

Individual sensors can 
be remotely re-

baselined so that they 
continue to operate in 

previously 
contaminated soil   

Source 2 

Individual sensors 
can be remotely re-
baselined so that 
they continue to 

operate in previously 
contaminated soil   

Source 2 

Individual sensors 
can be remotely re-

baselined so that they 
continue to operate in 

previously 
contaminated soil   

Source 2 

Individual sensors 
can be remotely re-

baselined so that they 
continue to operate in 

previously 
contaminated soil   

Source 2 

1. This column lists the various sources of supporting data/documentation associated with the vendor’s performance claims. The details pertaining to the supporting 
data/documentation sources should be summarized in a separate paragraph or table. The vendor should provide as much detail as possible regarding the supporting 
data sources and whenever possible, make reference to the application environment parameters (AEPs) listed in Table E.2. 

Table E.3  Example Performance Claim Summary Table Submission from a Hypothetical Technology Vendor
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Example Laboratory Testing: Source 1 
In 2015, a bench scale test was conducted in hopes of determining the lower detection limits of our 
system. Diesel fuel was circulated at 500 psi using an electric pump through a flow loop apparatus 
approximately 30 feet in length and 6 inches in diameter. 50 liters (13.2 gal) of fluid was leaked into 
compacted sand through a 0.05 inch diameter orifice at a rate of 3.75 liters (0.9 gal) per minute and 
aimed at a trough containing our sensors. Three hydrocarbon point sensors spaced equally along the 
30 foot trough were submerged at a depth of 3 feet from the soil surface. It was discovered that a 
higher leak rate resulted in a deeper penetration of the diesel fuel and thus a better chance at detection. 
A correlation between pressure, orifice size and soil penetration was established and this forms the 
basis of several of the reported performance claims. 

Example Field Trial: Source 2 
A field test was conducted in which several point sensors were deployed on a buried 24 inch diameter 
crude oil pipeline with a maximum operating pressure (MOP) of 1500 psi. Sensors were deployed 
along a 3 km (1.9 mi) section of pipe at 15 m (49.2 ft) intervals. The sensors were located between the 
1 and 2 o’clock positions relative to the pipe with a 3 to 5 foot radial offset from the pipe’s surface. 
During the first year of operation, there was only one alarm affecting multiple sensors. A field 
inspection revealed that the cause for the alarm was a naturally occurring methane source. The source 
was correctly located to within 15 m (49.2 ft). Despite not being a true alarm, this occurrence provided 
some confirmation regarding the reported location accuracy (given a specific spacing scheme), as well 
as an estimate of the expected false alarm rate for this particular installation.  

Example Numerical Modeling: Source 3 
Internal leak propagation modelling was conducted in order to better understand the mechanics of 
pipeline leaks as well as fluid propagation within the soil matrix. This modeling work has been the 
basis for informing sensor placement in several past installations. Modeling also provided detailed 
estimates of expected false alarm rates caused by natural hydrocarbon deposits during summer months. 
Modeling was performed for a variety of soil types ranging from sand to clay. A variety of liquid 
hydrocarbons, including dilbit and crude oil were used in the models and a range of seasonal variations 
were simulated.     

3. VENDOR EXPERIENCE 

This section is intended to gather information regarding your company’s experience with field 
installations and operation of the sensor in question.  Please answer the following questions with as 
much detail as possible (using quantitative results where possible/appropriate): 

 How many kilometers of pipeline are you currently monitoring? What types of pipeline (i.e. gas 
transmission, heated bitumen, water, etc.)? 

 How long has your ELD system been commercialized? 

 Is there any further development being pursued? 

 In what countries are you licensed to operate? 

 What services does your firm offer? 
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4. COST ESTIMATE 

This section is intended to gather information regarding the rough total cost of the ELD system. This 
cost will strictly be used for a rough comparison of the sensor costs and is not expected to be a hard 
quoted price for purchase. If required by your company, the Operator can develop a non-disclosure 
agreement before this information is issued. Please provide the costs for the following items with as 
much detail as possible: 

 Upfront sensor, interrogator, and other equipment costs; 

 Construction and installation costs; 

 Training costs; 

 Operation and maintenance costs; and 

 Upgrading costs. 

5. BUSINESS OVERVIEW 

This section is intended to gather information regarding the capabilities of your firm to support the 
pilot project or larger future projects, as well as to provide a brief history of the firm.  Please answer 
the following questions with as much detail as possible (using quantitative results where 
possible/appropriate): 

 Please comment on your firm’s business and financial history. 

 How long has your firm been in business? 

 How many people are employed at your firm? What are their relevant credentials? 

 Please provide client references. 

6. SUBMISSION OF RESULTS 

To allow for the maximum processing time of your results, please complete this questionnaire and 
return a final PDF via email to s.bussiere@cfertech.com on or before March 13th, 2017. 

In the meantime, if you have any questions or concerns please feel free to contact Stephane Bussière 
at the above-mentioned email address or at +1 (587) 754-2339 extension 343. 

mailto:s.bussiere@cfertech.com
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F.1 TERMS OF REFERENCE 

This appendix document summarizes the design and execution of a large-scale laboratory test (“the 
demonstration test”) aimed at evaluating selected external leak detection (ELD) systems for 
implementation on a hypothetical pipeline system (“the demonstration pipeline”). The demonstration 
test is an integral part of the Framework Demonstration Exercise, which serves to both demonstrate 
and validate the processes and procedures described in the ELD Evaluation Framework document that 
is being developed in this project (“DTPH5615T00004 Framework for Verifying and Validating the 
Performance and Viability of Leak Detection Systems for Liquid and Natural Gas Pipelines”). 

The objective of the demonstration test was to evaluate the feasibility of using point-sensing ELD 
systems to monitor selected sections of the demonstration pipeline. More specifically, the test was 
designed to verify the performance of ELD systems from selected technology vendors (“the shortlisted 
vendors”) and to address specific information gaps that were identified while carrying out the 
framework demonstration process. 

F.2 TEST DESIGN CONSIDERATIONS 

In carrying out the framework demonstration process, the sensitivity of the ELD system was identified 
as the most important performance metric for the demonstration pipeline, having received the highest 
importance rating using the scoring system developed for technology evaluation. In addition, vendor 
claims for technology performance with respect to leak detection sensitivity were found to have 
information gaps (see Section 4 of the Framework Demonstration Exercise document). On this basis, 
for framework demonstration purposes, ELD system sensitivity was selected as the focus of the 
demonstration test. Given the focus on sensitivity, it was then determined that large-scale testing 
provided the best opportunity for evaluation of this performance metric. (It is acknowledged that other 
ELD system performance metrics, including reliability, robustness and accuracy, are also important; 
however, these secondary performance metrics are not considered amenable to evaluation in a 
laboratory setting using the available testing infrastructure.) 

The information gaps pertaining to ELD system sensitivity were classified as being either soil-related, 
commodity-related or sensor deployment-related. Therefore, to effectively evaluate the performance 
of the shortlisted technologies and address the associated information gaps, the demonstration test had 
to ensure that, among other parameters, the soil, commodity and sensor deployment constraints were 
representative of the demonstration pipeline to the extent possible. 

The vendor-specific information gaps identified while carrying out the framework demonstration 
process, which informed the design of the large-scale test and associated test plan, are summarized 
below. 
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Commodity Composition (Vendor B) 

JP-4 jet fuel, which was used in Vendor B’s laboratory test, was found to have a kinematic viscosity 
and a liquid density in the range of 1 to 1.1 cSt and 750 to 800 kg/m3 (47 to 50 lb/ft3), respectively1. 
Since viscosity and density are the primary factors in liquid migration, this suggests that JP-4 jet fuel 
could be significantly more mobile than diluted bitumen (dilbit), the product associated with the 
demonstration pipeline. This supported the finding that the reported test commodity is inconsistent 
with the “commodity composition” Operational Environment Parameter (OEP).  

Soil Hydraulic Conductivity (Vendor B) 

The hydraulic conductivity of the soil associated with Vendor B’s laboratory test was reported to be 
in the range of 0.22 to 0.25 cm/s (0.09 to 0.10 in/s). This is several orders of magnitude higher than 
the hydraulic conductivity of the soil surrounding the demonstration pipeline, which ranges from 
1.1x10-4 to 1.5x10-4 cm/s (4.3x10-5 to 5.9x10-5 in/s). Vendor B’s laboratory test was therefore 
considered to be inconsistent with the “soil hydraulic conductivity” OEP. 

Soil Density (Vendor A) 

Soil properties were not provided for Vendor A’s field installation. Therefore, the “soil density” OEP 
was considered to be inconsistent with Vendor A’s supporting data source. 

Soil Porosity (Vendor A) 

Soil properties were not provided for Vendor A’s field installation. Therefore, the “soil porosity” OEP 
was considered to be inconsistent with Vendor A’s supporting data source. 

Soil Moisture Content (Vendor B & Vendor A)  

Soil properties were not provided for Vendor A’s field installation. Therefore, the “soil moisture 
content” OEP was considered to be inconsistent with Vendor A’s supporting data source. 

The reported soil moisture content associated with Vendor B’s laboratory test ranges from <1%, for a 
dry soil scenario, to 26%, for a wet soil scenario. Both of these scenarios are associated with 
significantly different moisture contents than that associated with the demonstration pipeline and, 
therefore, the “soil moisture content” OEP was considered to be inconsistent with Vendor B’s 
supporting data source. 

Sensor Deployment Configuration (Vendor B & Vendor A) 

In Vendor A’s field installation, sensors were only installed on the pipe’s surface. Since there were no 
sensors that were deployed off the pipe’s surface (i.e. no other radial positions were deployed), the 
“sensor deployment” OEP was considered to be inconsistent with Vendor A’s supporting data source. 

                                                 

1 At 20 °C (68°F) 
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In sub-surface valve deployments (i.e. technology requirement scenarios A and C), ELD sensors 
would likely be deployed in a single longitudinal plane coinciding with the valve, whereas, with 
deployments in river crossings or other high consequence areas (i.e. technology requirement scenarios 
B and D), the sensors are to be placed in multiple (equally spaced) vertical planes spanning the section 
of pipeline that is to be monitored. In Vendor B’s laboratory test, the sensors were placed in multiple 
horizontal planes at different depths in the soil. On that basis, the “sensor deployment” OEP associated 
with technology requirement scenarios B and D was considered to be inconsistent with Vendor B’s 
supporting data source. 

Sensor Spacing (Vendor B) 

The longitudinal sensor spacing in Vendor B’s laboratory test, which was found to be roughly 0.3 m 
(0.9 ft), was considered too closely spaced for deployment in scenarios B and D (i.e. along relatively 
long sections of the pipeline near river crossings). The laboratory test in question was therefore 
considered to be consistent with the “sensor spacing” OEP for technology requirement scenarios A 
and C, and inconsistent with the “sensor deployment configuration” OEP for technology requirement 
scenarios B and D. 

F.3 TEST CONFIGURATION 

The External Leak Detection Experimental Research (ELDER) apparatus was used to conduct the 
demonstration test. The ELDER apparatus enables the realistic simulation of pipeline and sensing 
system installation and leak events into representative soils, with comprehensive monitoring of 
relevant release characteristics. Figure F.1 is a schematic representation of the ELDER apparatus 
showing the main components and overall layout2. 

                                                 

2 For clarity, the figure does not show ancillary components, including the product filter and circulation piping, vessel 
pressurization systems, control valves, pressure regulators or the flowmeter. 
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Figure F.1  Schematic Representation of ELDER Apparatus 

During testing, the transfer, circulation, heating and pressurization of the product are handled by a 
computerized data acquisition and control system. This system also monitors and records the 
temperature of the soil and the product, the pressure within the test pipe and at the release ports, and 
the product discharge rate. 

For the demonstration test, the test pipe and the various ELD systems under evaluation were placed in 
the soil containment tank along with the chosen soil, which was placed in a controlled manner to 
achieve realistic and consistent compaction levels. 
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F.4 SOIL SELECTION AND PLACEMENT 

F.4.1 Soil Selection 

In selecting the soil for the demonstrations test, emphasis was placed on soil textures that liquid 
hydrocarbon transmission pipelines would typically encounter; therefore, consideration was given to 
the range of soil textures found in the continental United States, as shown in Figure F.23. The texture 
class shown for each colored area in the figure represents the dominant texture for the soil between 
the surface and a depth of 2.5 m (8.2 ft). Existing liquid hydrocarbon transmission pipelines (both 
crude oil and petroleum product pipelines) are shown by black lines on the soil texture map. The red 
line represents the location of the demonstration pipeline, the route for which was chosen to align with 
the area having the highest concentration of existing liquid hydrocarbon transmission pipelines. As 
shown in Figure F.2, the demonstration pipeline traverses areas predominantly composed of sand, 
loamy sand, or sandy loam. These soil texture classes therefore serve to define the range of interest 
for soil textures in the demonstration test. 

The soil texture triangle in Figure F.3 indicates the relative composition of clay, silt, and sand for each 
of the major soil texture categories. Based on this composition scheme, the target test soil must have 
a sand content between 45 and 100%, a silt content between 0 and 50%, and a clay content between 
0 and 20%; the area matching these specifications is outlined in green in Figure F.3. 

                                                 

3 The map was developed from Pennsylvania State University’s soil information for environmental modeling and 
ecosystem management website (Center for Environmental Informatics 1999). 
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Figure F.2  Soil Textures for the Continental United Sates and Routing of Major Existing Hydrocarbon 
Liquid Pipelines 

 



 
Appendix F – Demonstration Test Summary 

F.9 

 

Figure F.3  Soil Texture Triangle with Target Soil Texture Region Outlined in Green 

Test soil satisfying the composition constraints was sourced and procured4. A number of tests were 
performed on the soil to obtain relevant soil properties. These properties, along with the applicable 
testing standards, are as follows: 

• Grain Size (ASTM C123 and C117). The percent composition of clay, silt, and sand was measured 
to be 0 to 3.9%, 0 to 3.9% and 96.1% respectively. This composition range is shown by the red 
line in Figure F.3. 

• Moisture Density Relationship (ASTM D698 for determination of maximum dry density and 
optimum moisture content). A Standard Proctor Maximum Dry Density (SPMDD) value of 

                                                 

4 It is noted that a significant range of soil properties is associated with soils having compositions within the defined range 
of interest. The procured soil, while falling within the target range, should not be interpreted to have properties that are 
representative of the full range of soils likely to be encountered along the length of the demonstration pipeline. Technology 
evaluation for a real pipeline would likely warrant consideration of a range of soils, or at least one other composition with 
a higher silt and clay content. However, given budget constraints associated with conducting the demonstration exercise, 
only one soil type was evaluated. 
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1920 kg/cu.m (120 lb/cu.ft) at optimum moisture contents of 11.3% was measured and sample 
moisture contents were found to be 8 to 9%, or about 3 or 4% drier than the optimum moisture 
content. 

• Thermal Conductivity (ASTM 5334 at dry densities of approximately 90% and 100% of SPMDD). 
In the light and heavy compaction regions, average thermal conductivities of 1.5 W/mC and 
2.0 W/mC were measured, respectively. 

• Constant Head Permeability (ASTM D5084). Permeability in the range of 1.1 to 1.5x10-4 cm/s 
(4.3 to 5.9x10-5 in/s) was measured. 

F.4.2 Soil Placement 

To achieve consistency the soil was placed and compacted in lifts. To simulate field conditions, where 
the trench backfill region has lower compaction than the surrounding undisturbed material, the soil in 
the lower lifts, extending up to the bottom of the test pipe, was compacted to a higher density than the 
soil above the bottom of the test pipe. The target compaction levels for the light compaction region 
(i.e. region intended to simulate trench backfill) and the heavy compaction region (i.e. the region 
intended to simulate the undisturbed native material), were 90% SPMDD and 98 to 100% SPMDD, 
respectively (see Figure F.4). The soil property data was gathered and documented to confirm that 
target properties were met and to provide input for the numerical modelling of thermal distribution 
and leak propagation. 

 

Figure F.4  Trench Geometry and Soil Placement Scheme 

Trench backfill

Undisturbed soil

← Excavation trench boundary

Light compaction - Target 90% SPMDD
To simulate trench backfill 

Heavy compaction – Target 98 to 100% SPMDD
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to facilitate uniform
compaction

Test Soil ConditionsActual Soil Conditions
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F.5 SENSOR DEPLOYMENT AND INSTRUMENTATION 

F.5.1 Sensor Placement 

The chosen sensor deployment scheme was guided by two key considerations: 1) the density of the 
sensor array was to provide reasonable spatial resolution in the three spatial dimensions being 
considered (i.e. radial, angular and longitudinal) without being overly invasive to the point that their 
presence would significantly impact soil placement and soil properties; and 2) the overall range of 
placement locations was broad enough to cover all of the candidate sensor deployment locations. 

The sensor placement zones associated with the demonstration pipeline are discussed in detail in the 
Framework Demonstration Exercise document. They provide a basis for defining the “sensor 
deployment configuration” and “spacing scheme” OEPs. They also provide a basis for giving 
preference to technologies that are capable of demonstrating good performance in preferred placement 
zones. For reference, the defined sensor placement zones are shown in Figure F.5, wherein the 
associated labels represent increasing levels of preference (i.e. the preference is to deploy sensors in 
Zone 3; however, if required to achieve a certain level of performance, deployment in Zone 2 is 
preferred over Zone 1 and deployment in Zone 1 is preferred over Zone 0). Work performed by 
Southwest Research Institute (SwRI) for the Pipeline Research Council international (PRCI) titled 
“Cable-Based Leak detection Retrofit Study” (Siebenhaler 2015) has defined an excavation exclusion 
zone extending radially to a distance of 610 mm (24 in) from the pipe wall. This is referred to herein 
as the PRCI exclusion circle and it was used to bound sensor placement Zone 2.   

In addition to the above considerations, it is noted that the final deployment scheme was also subject 
to vendor recommendations, acoustic and/or vapor migration modeling results, and input from the 
project Technical Advisory Panel (TAP).  
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Figure F.5  Sensor Placement Zones 

A total of 30 acoustic point sensors from Vendor A and 21 hydrocarbon (HC) vapor sensors from 
Vendor B were available for deployment in the test. These sensors were placed in the soil at various 
angular, radial and longitudinal positions relative to the test pipe and release plane. The sensor 
positions and their positions relative to the defined sensor placement zones and intended product 
release locations are shown in Figure F.6 and Figure F.7.  
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Figure F.6  Vendor A Sensor Positions 

 

Figure F.7  Vendor B Sensor Positions 
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In the release plane (Section L0), acoustic and HC vapor sensors were placed symmetrically around 
the test pipe at three angular positions (3 o’clock, 9 o’clock and 12 o’clock), as well as at three radial 
offsets (on the pipe’s surface, at 310 mm [12 in] from the pipe’s surface and at 620 mm [24 in] from 
the pipe’s surface). Additionally, three acoustic sensors were placed at 45° from the vertical 
(10:30 o’clock) at the same radial offsets. This deployment configuration allowed for meaningful 
performance comparisons to be made between sensors deployed in Zones 3, 2 and 1. It also enabled 
the evaluation of three different angular positions relative to the leak for the HC vapor sensors, and 
five angular positions relative to the leak for the acoustic sensors. No sensors were deployed in Zone 0 
(i.e. underneath the test pipe) because it is assumed to be significantly more challenging and costly to 
deploy sensors in this Zone and is not expected to provide significant performance improvements 
compared to deployment in Zone 1. 

Sections L2S, L1S and L1N represent different longitudinal positions along the pipeline. As with 
Section L0, acoustic and HC vapor sensors are placed symmetrically about the test pipe at three 
angular positions (3 o’clock, 9 o’clock and 12 o’clock); however, rather than three radial offsets, only 
two offsets were considered (on the pipe’s surface, and at 620 mm [24 in] from the pipe’s surface). 
This deployment was primarily focused on assessing changes in performance as a function of 
longitudinal distance from the leak source, and data from fewer radial and angular offsets was deemed 
adequate for this purpose. 

F.5.2 Additional Instrumentation 

In addition to the vendors’ ELD sensors, the following additional instrumentation was installed in the 
soil tank to measure and monitor important test parameters: 

• Thermocouples were installed throughout the soil and on the test pipe to facilitate the investigation 
of fluid migration and temperature distribution throughout the soil. The thermocouple placement 
scheme is shown schematically in Figure F.8. 

• Geophones were installed in the soil to enable independent measurements of acoustic energy 
resulting from a release and to facilitate the investigation of acoustic energy attenuation through 
the soil (see Figure F.9).  

• Accelerometers were deployed on the test pipe to enable measurements of the vibrational energy 
transmitted along the test pipe resulting from a release (see Figure F.10).  

• A multipoint Resistance Temperature Detector (RTD) was installed in the soil to measure the soil 
temperature at various points in the soil tank. The multipoint RTD was installed at the mid-pipe 
depth and offset by approximately 2160 mm (85 in) from the release plane. 
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Figure F.8  Thermocouple Placement Scheme 

 

Figure F.9  Geophone Placement Scheme 
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Figure F.10  Accelerometer Placement Scheme 

 

F.6 RELEASE EVENTS 
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A combination of short-duration (45 second) releases, intended to assess the acoustic-based ELD 
system, and longer duration releases, intended to assess the performance of the HC-sensing-based 
ELD system, were planned. For the short-duration releases, each of the six orifice diameters was 
subjected to six pressure variations for a total of 36 releases from each release port. This sequence was 
to be repeated for both the 3 o’clock and the 9 o’clock release orientations for a total of 72 releases. 
For the long-duration releases, two releases from the 6 o’clock release port were planned with nominal 
durations of 5 minutes for the first release and 30 minutes for the second release. Both long duration 
releases were to be injected though a 1.71 mm (0.07 in) orifice with a target driving pressure of 
345 kPa (50 psi). 

The release product to be used in the demonstration test was diluted bitumen (dilbit), specifically 
Access Western Blend (AWB). A dilbit-soil temperature differential of 3 to 5°C (37.4 to 41°F) was 
targeted because it is believed to be typical of non-heated liquid hydrocarbon lines. 

F.6.2 Actual Releases 

Table F.1 lists the release events that were staged during the demonstration test in chronological order. 
The first two releases were sustained events intended to evaluate Vendor B (i.e. the HC vapor system) 
and the remaining events were short-duration releases intended to evaluate Vendor A (i.e. the acoustic-
based system). 
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Release 
No. 

Event Start Date and 
Time 

Event 
Duration 

(h:mm:ss) 

Release 
Orientation 

(clock 
position) 

Mean 
Release 
Pressure 
kPa(psi)1 

Average 
Soil 

Temp  
°C(°F) 

Product 
Temp, T1 

°C(°F) 

Orifice 
Size 

mm(in)2 

Released 
Volume  
L(gal) 

Average 
Release 

Rate  
LPM(GPM) 

1 29-May-2017 11:29:56 0:05:18 6 o'clock 296 
(43) 

20.3 
(68.54) 

23.7 
(74.66) 

1.71 
(0.07) 

8.7 
(2.30) 

1.6  
(0.4) 

2 30-May-2017 11:29:45 0:30:02 6 o'clock 331 
(48) 

20.3 
(68.54) 

23.4 
(74.12) 

1.71 
(0.07) 

40.2 
(10.62) 

1.3 
(0.3) 

3 31-May-2017 8:34:14 0:00:47 3 o'clock 365 
(53) 

20.3 
(68.54) 

23.2 
(73.76) 

0.79 
(0.03) 

1.71 
(0.45) 

2.2 
(0.6) 

4 31-May-2017 8:44:15 0:00:47 9 o'clock 379 
(55) 

20.3 
(68.54) 

23.01 
(73.48) 

0.79 
(0.03) 

1.71 
(0.45) 

2.1 
(0.6) 

5 31-May-2017 9:40:48 0:00:47 9 o'clock 365 
(53) 

20.3 
(68.54) 

22.2 
(71.96) 

2.41 
(0.09) 

2.8 
(0.74) 

3.6 
(1.0) 

6 31-May-2017 10:41:43 0:00:48 3 o'clock 400 
(58) 

20.3 
(68.54) 

22.6 
(72.68) 

4.00 
(0.16) 

11.3 
(2.99) 

14.1 
(3.7) 

Clog3 - - 3 o'clock 1234 
(179) 

- - 0.79 
(0.03) 

- - 

Clog3 - - 9 o'clock 1234 
(179) 

- - 0.79 
(0.03) 

- - 

7 31-May-2017 11:13:44 0:00:47 9 o'clock 1882 
(273) 

20.3 
(68.54) 

22.0 
(71.6) 

0.79 
(0.03) 

0.4 
(0.11) 

0.5 
(0.1) 

Clog3 - - 3 o'clock 1910 
(277) 

- - 0.79 
(0.03) 

- - 

8 31-May-2017 11:35:44 0:00:47 9 o'clock 2475 
(359) 

20.3 
(68.54) 

21.9 
(71.42) 

0.79 
(0.03) 

0.5 
(0.13) 

0.7 
(0.2) 
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Release 
No. 

Event Start Date and 
Time 

Event 
Duration 

(h:mm:ss) 

Release 
Orientation 

(clock 
position) 

Mean 
Release 
Pressure 
kPa(psi)1 

Average 
Soil 

Temp  
°C(°F) 

Product 
Temp, T1 

°C(°F) 

Orifice 
Size 

mm(in)2 

Released 
Volume  
L(gal) 

Average 
Release 

Rate  
LPM(GPM) 

Clog3 - - 3 o'clock 2482 
(360) 

- - 0.79 
(0.03) 

- - 

9 31-May-2017 12:28:44 0:00:48 9 o'clock 2986 
(433) 

20.3 
(68.54) 

21.71 
(71.08) 

0.79 
(0.03) 

0.9 
(0.24) 

1.1 
(0.3) 

Clog3 - - 3 o'clock 2992 
(434) 

- - 0.79 
(0.03) 

- - 

10 31-May-2017 14:05:44 0:00:49 9 o'clock 3441 
(499) 

20.2 
(68.36) 

21.8 
(71.24) 

0.79 
(0.03) 

1.0 
(0.26) 

1.2 
(0.3) 

11 31-May-2017 14:19:45 0:00:47 3 o'clock 3441 
(499) 

20.3 
(68.54) 

22.8 
(73.04) 

2.41 
(0.09) 

11.8 
(3.12) 

15.1 
(4.0) 

Clog3 - - 3 o'clock 3448 
(500) 

- - 0.79 
(0.03) 

- - 

12 31-May-2017 14:32:46 0:00:47 9 o'clock 3461 
(502) 

20.3 
(68.54) 

23.1 
(73.58) 

2.41 
(0.09) 

12.41 
(3.28) 

15.8 
(4.2) 

13 31-May-2017 14:57:14 0:00:47 3 o'clock 3847 
(558) 

20.3 
(68.54) 

22.6 
(72.68) 

1.71 
(0.07) 

0.3 
(0.08) 

0.3 
(0.1) 

14 31-May-2017 15:09:14 0:00:48 9 o'clock 3482 
(505) 

20.3 
(68.54) 

22.8 
(73.04) 

1.71 
(0.07) 

6.1 
(1.61) 

7.6 
(2.0) 

15 31-May-2017 15:22:45 0:00:47 3 o'clock 3041 
(441) 

20.3 
(68.54) 

23.1 
(73.58) 

2.41 
(0.09) 

10.9 
(2.88) 

14.0 
(3.7) 

16 31-May-2017 15:33:44 0:00:47 9 o'clock 2992 
(434) 

20.3 
(68.54) 

23.3 
(73.94) 

2.41 
(0.09) 

11.2 
(2.96) 

14.4 
(3.8) 
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Release 
No. 

Event Start Date and 
Time 

Event 
Duration 

(h:mm:ss) 

Release 
Orientation 

(clock 
position) 

Mean 
Release 
Pressure 
kPa(psi)1 

Average 
Soil 

Temp  
°C(°F) 

Product 
Temp, T1 

°C(°F) 

Orifice 
Size 

mm(in)2 

Released 
Volume  
L(gal) 

Average 
Release 

Rate  
LPM(GPM) 

17 31-May-2017 15:46:14 0:00:47 9 o'clock 3048 
(442) 

20.3 
(68.54) 

23.2 
(73.76) 

1.71 
(0.07) 

5.5 
(1.45) 

7.0 
(1.8) 

18 31-May-2017 15:58:44 0:00:48 3 o'clock 2544 
(369) 

20.2 
(68.36) 

23.3 
(73.94) 

2.41 
(0.09) 

9.6 
(2.54) 

12.1 
(3.2) 

19 31-May-2017 16:10:44 0:00:50 9 o'clock 2496 
(362) 

20.3 
(68.54) 

23.4 
(74.12) 

2.41 
(0.09) 

11.2 
(2.96) 

13.53  
(3.6) 

20 31-May-2017 16:37:44 0:00:47 9 o'clock 1972 
(286) 

20.2 
(68.36) 

23.6 
(74.48) 

3.01 
(0.12) 

13.6 
(3.59) 

17.3 
(4.6) 

Clog3 - - 3 o'clock 2482 
(360) 

- - 0.79 
(0.03) 

- - 

21 31-May-2017 16:49:44 0:00:47 9 o'clock 2510 
(364) 

20.2 
(68.36) 

23.4 
(74.12) 

1.71 
(0.07) 

4.7 
(1.24) 

6.0 
(1.6) 

22 31-May-2017 17:05:44 0:00:47 3 o'clock 2006 
(291) 

20.2 
(68.36) 

23.4 
(74.12) 

2.41 
(0.09) 

8.5 
(2.25) 

10.9 
(2.9) 

23 31-May-2017 17:18:44 0:00:47 9 o'clock 1944 
(282) 

20.2 
(68.36) 

23.4 
(74.12) 

2.41 
(0.09) 

9.3 
(2.46) 

11.9 
(3.1) 

24 31-May-2017 18:18:44 0:00:47 3 o'clock 1248 
(181) 

20.2 
(68.36) 

23.6 
(74.78) 

3.53 
(0.14) 

17.1 
(4.52) 

21.9 
(5.8) 

25 31-May-2017 18:30:44 0:00:47 9 o'clock 1310 
(190) 

20.2 
(68.36) 

23.6 
(74.78) 

3.53 
(0.14) 

15.0 
(3.96) 

19.2 
(5.1) 

26 31-May-2017 18:51:44 0:00:47 9 o'clock 1917 
(278) 

20.2 
(68.36) 

23.3 
(73.94) 

1.71 
(0.07) 

3.8 
(1.00) 

4.9 
(1.3) 
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Release 
No. 

Event Start Date and 
Time 

Event 
Duration 

(h:mm:ss) 

Release 
Orientation 

(clock 
position) 

Mean 
Release 
Pressure 
kPa(psi)1 

Average 
Soil 

Temp  
°C(°F) 

Product 
Temp, T1 

°C(°F) 

Orifice 
Size 

mm(in)2 

Released 
Volume  
L(gal) 

Average 
Release 

Rate  
LPM(GPM) 

27 31-May-2017 19:08:43 0:00:47 9 o'clock 1289 
(187) 

20.2 
(68.36) 

23.53 
(74.35) 

3.01 
(0.12) 

10.9 
(2.88) 

14.0 
(3.7) 

28 31-May-2017 19:35:44 0:00:47 3 o'clock 1324 
(192) 

20.2 
(68.36) 

23.3 
(73.94) 

2.41 
(0.09) 

6.3 
(1.66) 

8.0 
(2.1) 

29 31-May-2017 19:46:14 0:00:51 9 o'clock 1289 
(187) 

20.2 
(68.36) 

23.3 
(73.94) 

2.41 
(0.09) 

7.4 
(1.95) 

8.8 
(2.3) 

30 31-May-2017 20:01:44 0:00:47 9 o'clock 1289 
(187) 

20.2 
(68.36) 

23.2 
(73.76) 

1.71 
(0.07) 

2.9 
(0.77) 

3.7 
(1.0) 

31 01-Jun-2017 9:11:43 0:00:47 9 o'clock 352 
(51) 

20.2 
(68.36) 

23.53 
(74.35) 

4.0 
(0.16) 

9.3 
(2.46) 

11.9 
(3.1) 

32 01-Jun-2017 9:24:43 0:00:47 3 o'clock 386 
(56) 

20.2 
(68.36) 

23.4 
(74.12) 

3.53 
(0.14) 

7.7 
(2.03) 

9.8 
(2.6) 

33 01-Jun-2017 9:35:44 0:00:47 9 o'clock 365 
(53) 

20.2 
(68.36) 

23.3 
(73.94) 

3.53 
(0.14) 

7.1 
(1.88) 

9.1 
(2.4) 

34 01-Jun-2017 9:47:43 0:00:48 9 o'clock 379 
(55) 

20.2 
(68.36) 

23.2 
(73.76) 

3.01 
(0.12) 

4.9 
(1.29) 

6.1 
(1.6) 

35 01-Jun-2017 10:07:43 0:00:47 3 o'clock 1255 
(182) 

20.2 
(68.36) 

23.7 
(74.66) 

4.0 
(0.16) 

19.7 
(5.20) 

25.2 
(6.7) 

36 01-Jun-2017 10:21:43 0:00:47 9 o'clock 1289 
(187) 

20.2 
(68.36) 

23.7 
(74.66) 

4.0 
(0.16) 

17.6 
(4.65) 

22.5 
(5.9) 

37 01-Jun-2017 10:35:43 0:00:47 3 o'clock 1917 
(278) 

20.2 
(68.36) 

23.8 
(74.84) 

3.53 
(0.14) 

19.7 
(5.20) 

25.1 
(6.6) 
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Release 
No. 

Event Start Date and 
Time 

Event 
Duration 

(h:mm:ss) 

Release 
Orientation 

(clock 
position) 

Mean 
Release 
Pressure 
kPa(psi)1 

Average 
Soil 

Temp  
°C(°F) 

Product 
Temp, T1 

°C(°F) 

Orifice 
Size 

mm(in)2 

Released 
Volume  
L(gal) 

Average 
Release 

Rate  
LPM(GPM) 

38 01-Jun-2017 10:48:43 0:00:47 9 o'clock 1979 
(287) 

20.2 
(68.36) 

23.8 
(74.84) 

3.53 
(0.14) 

18.0 
(4.76) 

23.0 
(6.1) 

39 01-Jun-2017 11:06:43 0:00:47 9 o'clock 2537 
(368) 

20.2 
(68.36) 

23.8 
(74.84) 

3.01 
(0.12) 

15.4 
(4.07) 

19.7 
(5.2) 

40 01-Jun-2017 11:20:43 0:00:47 3 o'clock 1958 
(284) 

20.2 
(68.36) 

24.0 
(75.2) 

4.0 
(0.16) 

25.4 
(6.71) 

32.4 
(8.6) 

41 01-Jun-2017 11:36:13 0:00:46 9 o'clock 1917 
(278) 

20.2 
(68.36) 

24.0 
(75.2) 

4.0 
(0.16) 

24.3 
(6.42) 

31.7 
(8.4) 

42 01-Jun-2017 11:49:43 0:00:47 3 o'clock 2496 
(362) 

20.1 
(68.18) 

24.1 
(75.38) 

3.53 
(0.14) 

23.01 
(6.08) 

29.4 
(7.8) 

43 01-Jun-2017 12:02:43 0:00:46 9 o'clock 2530 
(367) 

20.1 
(68.18) 

24.1 
(75.38) 

3.53 
(0.14) 

21.8 
(5.76) 

28.4 
(7.5) 

44 01-Jun-2017 12:15:43 0:00:47 9 o'clock 3048 
(442) 

20.1 
(68.18) 

24.1 
(75.38) 

3.01 
(0.12) 

17.8 
(4.70) 

22.7 
(6.0) 

45 01-Jun-2017 12:30:43 0:00:47 3 o'clock 2510 
(364) 

20.2 
(68.36) 

24.3 
(75.74) 

4.0 
(0.16) 

30.2 
(7.98) 

38.6  
(10.2) 

46 01-Jun-2017 12:43:43 0:00:47 9 o'clock 2462 
(357) 

20.1 
(68.18) 

24.4 
(75.92) 

4.0 
(0.16) 

29.6 
(7.82) 

37.7  
(10.0) 

47 01-Jun-2017 12:57:43 0:00:47 3 o'clock 3006 
(436) 

20.1 
(68.18) 

24.4 
(75.92) 

3.53 
(0.14) 

24.9 
(6.58) 

31.8 
(8.4) 

48 01-Jun-2017 13:10:43 0:00:47 9 o'clock 3034 
(440) 

20.1 
(68.18) 

24.4 
(75.92) 

3.53 
(0.14) 

23.3 
(6.16) 

29.7 
(7.8) 
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Release 
No. 

Event Start Date and 
Time 

Event 
Duration 

(h:mm:ss) 

Release 
Orientation 

(clock 
position) 

Mean 
Release 
Pressure 
kPa(psi)1 

Average 
Soil 

Temp  
°C(°F) 

Product 
Temp, T1 

°C(°F) 

Orifice 
Size 

mm(in)2 

Released 
Volume  
L(gal) 

Average 
Release 

Rate  
LPM(GPM) 

49 01-Jun-2017 14:03:13 0:00:47 9 o'clock 3461 
(502) 

20.2 
(68.36) 

23.8 
(74.84) 

3.01 
(0.12) 

18.7 
(4.94) 

23.9 
(6.3) 

50 01-Jun-2017 14:24:44 0:00:47 3 o'clock 2979 
(432) 

20.1 
(68.18) 

24.2 
(75.56) 

4.0 
(0.16) 

30.79 
(8.13) 

39.4  
(10.4) 

51 01-Jun-2017 14:36:44 0:00:47 9 o'clock 2944 
(427) 

20.1 
(68.18) 

24.4 
(75.92) 

4.0 
(0.16) 

31.2 
(8.24) 

39.8  
(10.5) 

52 01-Jun-2017 14:51:43 0:00:47 3 o'clock 3441 
(499) 

20.2 
(68.36) 

24.4 
(75.92) 

3.53 
(0.14) 

26.5 
(7.00) 

33.9 
(9.0) 

53 01-Jun-2017 15:03:43 0:00:47 9 o'clock 3448 
(500) 

20.1 
(68.18) 

24.5 
(76.1) 

3.53 
(0.14) 

26.1 
(6.89) 

33.3 
(8.8) 

54 01-Jun-2017 15:19:43 0:00:47 3 o'clock 3454 
(501) 

20.1 
(68.18) 

24.7 
(76.46) 

4.0 
(0.16) 

33.7 
(8.90) 

43.0  
(11.4) 

55 01-Jun-2017 15:41:42 0:00:47 9 o'clock 3358 
(487) 

20.1 
(68.18) 

24.7 
(76.46) 

4.0 
(0.16) 

34.1 
(9.01) 

43.5  
(11.5) 

56 01-Jun-2017 16:19:43 0:00:22 3 o'clock 5157 
(748) 

20.1 
(68.18) 

24.1 
(75.38) 

3.01 
(0.12) 

11.3 
(2.99) 

30.8 
(8.1) 

57 01-Jun-2017 16:26:44 0:00:45 3 o'clock 6357 
(922) 

20.1 
(68.18) 

23.9 
(75.02) 

1.71 
(0.07) 

8.4 
(2.22) 

11.2 
(3.0) 

58 01-Jun-2017 16:47:43 0:00:47 3 o'clock 3468 
(503) 

20.1 
(68.18) 

24.0 
(75.2) 

3.01 
(0.12) 

20.0 
(5.28) 

25.5 
(6.7) 

59 01-Jun-2017 16:59:43 0:00:46 3 o'clock 3006 
(436) 

20.1 
(68.18) 

24.1 
(75.38) 

3.01 
(0.12) 

18.7 
(4.94) 

24.4 
(6.4) 
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Release 
No. 

Event Start Date and 
Time 

Event 
Duration 

(h:mm:ss) 

Release 
Orientation 

(clock 
position) 

Mean 
Release 
Pressure 
kPa(psi)1 

Average 
Soil 

Temp  
°C(°F) 

Product 
Temp, T1 

°C(°F) 

Orifice 
Size 

mm(in)2 

Released 
Volume  
L(gal) 

Average 
Release 

Rate  
LPM(GPM) 

60 01-Jun-2017 17:11:43 0:00:47 3 o'clock 3434 
(498) 

20.2 
(68.36) 

23.8 
(74.84) 

1.71 
(0.07) 

6.0 
(1.59) 

7.6 
(2.0) 

61 01-Jun-2017 17:23:43 0:00:47 3 o'clock 3227 
(468) 

20.1 
(68.18) 

23.7 
(74.66) 

1.71 
(0.07) 

5.5 
(1.45) 

7.1 
(1.9) 

62 01-Jun-2017 17:30:43 0:00:47 3 o'clock 2510 
(364) 

20.1 
(68.18) 

24.0 
(75.2) 

3.01 
(0.12) 

16.4 
(4.33) 

20.9 
(5.5) 

63 01-Jun-2017 17:56:43 0:00:47 3 o'clock 2979 
(432) 

20.1 
(68.18) 

23.6 
(74.48) 

1.71 
(0.07) 

5.5 
(1.45) 

7.0 
(1.8) 

64 01-Jun-2017 18:44:44 0:00:46 3 o'clock 1917 
(278) 

20.1 
(68.18) 

23.6 
(74.48) 

3.01 
(0.12) 

14.8 
(3.91) 

19.3 
(5.1) 

65 01-Jun-2017 18:57:43 0:00:47 3 o'clock 1951 
(283) 

20.1 
(68.18) 

23.3 
(73.94) 

1.71 
(0.07) 

3.8 
(1.00) 

4.8 
(1.3) 

66 01-Jun-2017 19:09:43 0:00:47 3 o'clock 1220 
(177) 

20.1 
(68.18) 

23.53 
(74.35) 

3.01 
(0.12) 

11.8 
(3.12) 

15.1 
(4.0) 

67 01-Jun-2017 19:22:43 0:00:47 3 o'clock 1269 
(184) 

20.1 
(68.18) 

23.2 
(73.76) 

1.71 
(0.07) 

2.9 
(0.77) 

3.7 
(1.0) 

68 01-Jun-2017 19:37:43 0:00:47 3 o'clock 393 
(57) 

20.2 
(68.36) 

23.2 
(73.76) 

3.01 
(0.12) 

6.0 
(1.59) 

7.7 
(2.0) 

69 01-Jun-2017 19:50:42 0:00:47 3 o'clock 365 
(53) 

20.1 
(68.18) 

23.1 
(73.58) 

2.41 
(0.09) 

2.6 
(0.69) 

3.3 
(0.9) 

70 01-Jun-2017 20:02:43 0:00:46 9 o'clock 345 
(50) 

20.1 
(68.18) 

23.01 
(73.42) 

1.71 
(0.07) 

0.9 
(0.24) 

1.2 
(0.3) 
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Release 
No. 

Event Start Date and 
Time 

Event 
Duration 

(h:mm:ss) 

Release 
Orientation 

(clock 
position) 

Mean 
Release 
Pressure 
kPa(psi)1 

Average 
Soil 

Temp  
°C(°F) 

Product 
Temp, T1 

°C(°F) 

Orifice 
Size 

mm(in)2 

Released 
Volume  
L(gal) 

Average 
Release 

Rate  
LPM(GPM) 

71 01-Jun-2017 20:13:43 0:00:47 3 o'clock 345 
(50) 

20.1 
(68.18) 

22.9 
(73.22) 

1.71 
(0.07) 

0.9 
(0.24) 

1.2 
(0.3) 

1. Pressure loss caused by flow through the ELDER supply lines led to some discrepancy between the target release pressures and the actual release pressures. This discrepancy 
was minimized by pre-emptively characterizing the loss characteristics of the supply lines during commissioning, then estimating the required pressure inside the product discharge 
vessel that would account for the anticipated line loss. The resulting release pressures were within 5% of the target values on average.   

2. The orifices were machined with high tolerances, then precisely measured with pin gauges to ensure they met the specified tolerances prior to installation. The measured orifices 
diameters were found to be within 1.1% of target values on average.   
 Despite efforts to filter the dilbit prior to injecting it through the leak ports, it still tended to clog small orifices on occasion. The dilbit used in the demonstration test naturally 
contains small particles (a particle size analysis revealed a mean particle size of 7 μm). While particles of this size aren’t expected to clog any of the orifices used in this test, it is 
possible that some fairly large particles still manage to breach the filters and clog the orifices, particularly the small orifices. As a result, seven of the 72 targeted short duration 
releases were either partially or completely clogged, and had to be discounted from the release event matrix. 

Table F.1  Release Event Summary 
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The release events listed in Table F.1 were staged using AWB dilbit having relevant product 
properties, as determined by third-party test labs, which are summarized in Table F.2. 

Thermal Conductivity 
(mW/m°K) 

Kinematic Viscosity (cSt) Particle Size (μm) 

at 20°C  
(68°F) 

at 7.5°C 
(45.5°F) 

Mean Maximum 

135.2 345.2 1056 7.0 80.5 

Table F.2  Dilbit Properties 

F.7 CLOSURE 

This appendix document summarizes the design and execution of a large-scale demonstration test 
aimed at evaluating the information gaps associated with performance claims for two point-sensing 
ELD systems selected for possible implementation on a demonstration pipeline. This test is an 
integral part of the Framework Demonstration Exercise (see Appendix G), which serves to both 
demonstrate and validate the processes and procedures described in the ELD Evaluation 
Framework document that is being developed in this project. 

The vendors’ performance in response to the release events that comprise the demonstration test 
were analyzed and interpreted in Section 5 of the Framework Demonstration Exercise document 
(see Appendix G). The interpreted performance results provided the basis for re-evaluating and 
updating the vendors’ sensitivity related performance claims.  

F.8 REFERENCES 

Center for Environmental Informatics. 1999.  Soil Information for Environmental Modeling and 
Ecosystem Management [current as of Sept. 26, 2017]. Available from: 
http://www.soilinfo.psu.edu/index.cgi?soil_data&conus&data_cov&texture&image.  

Siebenhaler, S. 2015.  Cable-based Leak Detection Retrofit Study.  Pipeline Research Council 
International (PRCI), PR-015-143715-R01, 2nd edition, November. 4 



 
 

 

APPENDIX G – FRAMEWORK DEMONSTRATION EXERCISE 

 



 
Appendix G – Framework Demonstration Exercise 

G.1 

TABLE OF CONTENTS 

G.1 OVERVIEW ....................................................................................................................... 5 

G.1.1 Objective 5 
G.1.2 Demonstration Scenario Description 5 

G.1.2.1 Demonstration Pipeline Selection Considerations 5 
G.1.2.2 Leak Detection System Deployment Considerations 6 
G.1.2.3 Laboratory Testing Considerations 7 

G.1.3 Document Outline 7 

G.2 TECHNOLOGY PERFORMANCE ..................................................................................... 9 

G.2.1 Overview 9 
G.2.2 Performance Requirements 9 

G.2.2.1 Performance Metrics 9 
G.2.2.2 Key Performance Indicators 10 
G.2.2.3 Performance Targets 12 

G.2.3 Application Environment 13 
G.2.3.1 Operator Defined AEPs 17 
G.2.3.2 Intrinsic AEPs 20 

G.2.4 Parameter Selection, Characterization and Consolidation 20 
G.2.4.1 Selection Considerations for AEPs 20 

G.2.4.1.1 Sensing Mechanisms 21 
G.2.4.1.2 Impact Assessment 21 

G.2.4.2 Parameter Characterization 26 
G.2.4.3 Consolidation of Performance Requirements 28 

G.3 TECHNOLOGY SCREENING ......................................................................................... 28 

G.3.1 Overview 28 
G.3.2 Market Survey 29 
G.3.3 Vendor Questionnaire 29 

G.3.3.1 Overview 29 
G.3.3.2 Consolidation and Interpretation of Questionnaire Responses 30 

G.3.3.2.1 System Performance Responses 30 
G.3.3.2.2 Budget Cost Estimate Responses 31 
G.3.3.2.3 Business Overview Responses 31 

G.3.4 Technology Comparison 31 
G.3.4.1 Scoring Criteria 32 
G.3.4.2 Evaluation Matrix 37 

G.4 TECHNOLOGY CHARACTERIZATION .......................................................................... 40 



 
Appendix G – Framework Demonstration Exercise 

G.2 

G.4.1 Overview 40 
G.4.2 Performance Data Characterization 40 
G.4.3 Information Gaps 54 

G.5 TECHNOLOGY EVALUATION AND SELECTION ......................................................... 56 

G.5.1 Overview 56 
G.5.2 Updated Performance Claims and Information Quality Scores 56 

G.5.2.1 Vendor A’s Re-evaluated Performance Claims 62 
G.5.2.2 Vendor B’s Re-evaluated Performance Claims 65 

G.5.3 Modified Score Criteria 68 
G.5.4 Modified Evaluation Matrix 68 

G.6 REFERENCES ................................................................................................................ 74 

 

LIST OF FIGURES AND TABLES 

Figures 

Figure G.1  ELD Evaluation Framework Organizational Flowchart 

Figure G.2  Schematic Representation of Pipeline Area 1 

Figure G.3  Schematic Representation of Pipeline Area 2 

Figure G.4  Operator Defined Sensor Placement Zones 

Figure G.5  Vendor A Release Events Shown in Terms of Release Rate and Release Pressure 

Figure G.6  Vendor B Release Events Shown in Terms of Release Rate and Release Pressure 

Figure G.7  Performance Claim Re-evaluation Process 

Figure G.8  Frequency Distribution of Release Rates Staged During the Demonstration Test 

Figure G.9  Successful Vendor A Alarms as a Function of Release Rate and Driving Pressure  for 
the CH9, 252 and CH10, 252 Sensor Positions  (i.e. in the Release Plane and the 3 and 
9 o’clock Positions, Respectively) 

Figure G.10  Vendor A’s Performance Claim Re-evaluation Process 



 
Appendix G – Framework Demonstration Exercise 

G.3 

Figure G.11  Successful Vendor B Alarms as a Function of Release Rate and Driving Pressure for 
the PAS 9 and PAS 19 Sensor Positions  (i.e. in the Release Plane and the 3 and 
9 o’clock Positions, Respectively) 

Figure G.12  Vendor B’s Performance Claim Re-evaluation Process 

Tables 

Table G.1  Performance Requirements According to Application Environment 

Table G.2  Operating Area Classification of the Demonstration Pipeline (for the Purpose of 
Defining ELD Technology Requirements) 

Table G.3  Operating State Classification of the Demonstration Pipeline  (for the Purpose of 
Defining ELD Technology Requirements) 

Table G.4  AEP Impact on Sensing Mechanisms 

Table G.5  AEP Prioritization Matrix 

Table G.6  Populated AEP Prioritization Matrix 

Table G.7  Characterization of the Operational Environments Associated with Each Technology 
Requirement Scenario 

Table G.8  Scoring Criteria Summary 

Table G.9  Interpreted Questionnaire Responses and Performance Claims 

Table G.10  Populated Evaluation Matrix 

Table G.11  Supporting Data Characterization 

Table G.12  Supporting Data Categorization for Shortlisted Vendors 

Table G.13  Confidence Scores 

Table G.14  Confidence Scores 

Table G.15  Data Source Characterizations Intended for Subsequent Use in Assigning Data 
Relevance Scores 

Table G.16  Relevance Scores 



 
Appendix G – Framework Demonstration Exercise 

G.4 

Table G.17  Information Quality Scores Information Gaps 

Table G.18  Summary of Vendor A’s Re-evaluated Performance Claims 

Table G.19  Summary of Vendor B’s Re-evaluated Performance Claims 

Table G.20  Updated Confidence and Relevance Scores 

Table G.21  Comparison between AEPs and Supporting Data Sources  (for the Purpose of 
Updating Relevance Scores) 

Table G.22  Evaluation Matrix 

 



 
Appendix G – Framework Demonstration Exercise 

G.5 

G.1 OVERVIEW 

G.1.1 Objective 

This report documents a demonstration exercise that was carried out to evaluate a range of external 
leak detection (ELD) systems for possible implementation on a hypothetical pipeline (the 
“demonstration pipeline”). This hypothetical evaluation (the “demonstration scenario”) closely 
follows the ELD Evaluation Framework developed in this project (“DTPH5615T00004 Framework 
for Verifying and Validating the Performance and Viability of Leak Detection Systems for Liquid and 
Natural Gas Pipelines”) and thereby serves to both demonstrate and validate the processes and 
procedures outlined in the ELD Evaluation Framework document. 

It was also recognized, while developing the demonstration process, that there was the potential to 
generate meaningful, broadly applicable stand-alone information on selected pipeline leak detection 
system capabilities. The desire to generate this information was a significant consideration in selecting 
the demonstration scenario and candidate leak detection technologies. 

G.1.2 Demonstration Scenario Description 

G.1.2.1 Demonstration Pipeline Selection Considerations 

The selection of the demonstration pipeline was guided by two primary considerations: to make the 
findings of the demonstration exercise as broadly applicable as possible; and to leverage existing 
testing infrastructure (i.e. C-FER’s External Leak Detection Experimental Research apparatus, the 
ELDER) for the laboratory test demonstration portion of the Framework Demonstration Exercise. The 
selection considerations associated with each of the demonstration pipeline’s key attributes are 
summarized as follows: 

• The potential for pipeline leaks (as distinct from ruptures) is generally perceived to be more of an 
environmental concern rather than a safety concern; therefore, leaks from liquid hydrocarbon (HC) 
pipelines are considered to be more harmful to the environment than leaks from gas pipelines. On 
this basis, the demonstration pipeline is assumed to transport a liquid HC, specifically diluted 
bitumen (dilbit)1. 

                                                 
 

 

1 Other liquid HC products, such as crude oil, would also serve the intended purpose.  Dilbit was chosen based on 
availability. 
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• The majority of pipeline leaks2 reported since 2010 originated from sub-surface line sections. On 
this basis, the demonstration pipeline is assumed to be buried. 

• The ELDER apparatus, as currently configured, simulates pipeline leaks from a test pipe with a 
24 inch outer diameter (OD) and a 3/8 inch wall thickness. These geometric parameters are within 
the range of typical liquid HC transmission pipelines in the United States and are therefore 
considered reasonable and appropriate parameters for the demonstration pipeline. 

• Pipeline leaks3 reported since 2010 occurred at an average pressure of 1413 kPa (205 psi), with 
90% of the releases occurring at pressures below 3447 kPa (500 psi). On that basis, leak 
simulations over operating pressures ranging from 345 to 3447 kPa (50 to 500 psi) are considered 
reasonable and appropriate for the demonstration pipeline. 

• An evaluation of soil types encountered by existing liquid HC transmission pipelines in the 
continental United States found that significant mileage traverses sandy soils mixed with relatively 
low proportions of silt and/or clay. On this basis, a sandy soil with minimal amounts of silt and 
clay was assumed to apply to the demonstration pipeline at locations where ELD system 
deployment is contemplated. 

G.1.2.2 Leak Detection System Deployment Considerations 

While leaks are possible anywhere along the length of a pipeline, certain areas typically present a 
higher overall risk to the environment. These areas are identified as follows: 

• locations with an increased likelihood of producing a leak, such as near a sub-surface valve or 
other pipeline components; and 

• locations where leakage has the potential to impact more important resources or locations more 
sensitive to the impact of a liquid spill, such as near a river crossing or other high consequence 
area (HCA). 

Given the increased level of risk associated with these areas, additional leak detection capability 
beyond that of conventional Computational Pipeline Monitoring (CPM) technologies may be required.  
Monitoring the entire pipeline length (or a significant part thereof) with distributed, cable-based 

                                                 
 

 

2 The ELD Evaluation Framework is designed for ELD systems with the ability to detect small leaks, defined herein as 
product leaks having release rates and/or release volumes that fall below the detection threshold currently associated with 
conventional leak detection technologies, including, but not limited to, Computation Pipeline Monitoring (CPM) systems. 
On that basis, the referenced leaks are restricted to small leaks stemming from pinhole corrosion. 
3 This framework is designed for ELD systems with the ability to detect small leaks, defined herein as product leaks having 
release rates and/or release volumes that fall below the detection threshold currently associated with conventional leak 
detection technologies, including, but not limited to, CPM systems. On this basis, the reported claim considers pinhole 
corrosion leaks only.  
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technologies may be prohibitively expensive and, on existing pipelines, retrofitting cable-based 
systems may not be feasible due to both installation safety concerns and costs. The focus has therefore 
been placed on point-sensing technologies, since they may be more appropriate for monitoring at 
selected locations. 

G.1.2.3 Laboratory Testing Considerations 

Some of the ELD technologies under consideration are able to infer leakage by detecting and 
interpreting acoustic vibrations produced by pipeline leaks. In addition, some of these technologies 
are intended for installation directly on the pipe’s exterior surface and rely heavily on sensing 
vibrations that are transmitted along the pipe 
wall, while others are also viable for 
deployment off the pipe (in the surrounding 
soil) and are able to detect vibrations that are 
transmitted through the soil in addition to 
vibrations transmitted along the pipe. 
Vibrational energy is more readily transmitted 
along the pipe wall than through the soil 
because it is attenuated less in solid materials, 
such as pipe steel, than in porous media, such 
as soil. Given the spatial limitations associated 
with testing pipeline leak detection 
technologies in a laboratory setting, it is not 
possible to simulate the long-distance 
transmission of mechanical vibrations along 
the length of a pipeline. However, given the 
shorter attenuation distances associated with 
through-soil vibration transmission, the 
ELDER apparatus is better suited for 
evaluating acoustic-based ELD sensors that 
are deployed off the pipe.  

While the above can be construed as a testing constraint, the desire to focus on evaluating technologies 
with sensors deployed off the pipe is in line with pipeline operator preferences. Therefore, for the 
purpose of this demonstration exercise, this constraint is re-cast as an operator requirement (see inset). 

G.1.3 Document Outline  

The demonstration exercise described in this document systematically steps through the various 
sections of the ELD Evaluation Framework. Figure G.1, taken from the ELD Evaluation Framework, 
illustrates the flow of information between the various framework elements, and the linkage to 
supplementary information contained in the ELD Evaluation Framework Appendices. To facilitate 
understanding of the linkage between this process demonstration document and the associated ELD 
Evaluation Framework, frequent quotations are included herein from relevant Sections and 
Appendices of the ELD Evaluation Framework.

There is a strong desire on the part of 
pipeline operators to deploy technologies 
that can be installed away from the pipe’s 
surface to avoid adverse impacts on the 
coating system and/or cathodic 
protection system in the long term.  
Sensors installed with significant 
separation from the pipe wall can also be 
deployed using mechanized methods, 
avoiding the need to employ more costly 
installation methods, thereby providing 
opportunities to reduce sensor 
deployment costs or alternatively 
increase sensor placement density, 
thereby providing improved coverage 
and improved overall leak detection 
capability. 
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G.2 TECHNOLOGY PERFORMANCE 

G.2.1 Overview 

The performance requirements are described in the ELD Evaluation Framework as:  

…the collection of specifications describing the required functionality of a 
particular ELD technology for a given pipeline system. This section provides 
guidance for identifying and defining explicit performance requirements based 
on specific information relating to the pipeline of interest and its operation. 
Different performance requirements might exist for different sections of the 
pipeline (i.e. river crossings, high consequence areas, etc.) as well as for 
different operating states (i.e. normal, shut-in, etc.). Therefore, it is necessary 
to form subsets of performance requirements that are specific to each 
combination of pipeline location and operating state. These subsets will be 
referred to as application environments.  

The goal of this section is to identify and define explicit ELD performance requirements for the 
demonstration pipeline based on the attributes of the demonstration pipeline provided in 
Section G.1.2. To facilitate this exercise, the following topics were systematically addressed with 
regards to the demonstration pipeline: 

1. identifying and defining different application environments; 

2. characterizing  the application environments within which the technologies must function;  

3. defining and assigning performance requirements to each of the defined application 
environments; and  

4. consolidating the performance requirements. 

G.2.2 Performance Requirements  

G.2.2.1 Performance Metrics 

The ELD Evaluation Framework recommends organizing the performance requirements by 
performance metric category. The rationale for this recommendation is as follows: 

In determining appropriate performance metrics for ELD systems, 
consideration has been given to existing regulatory and best practice 
documentation. However, in recent years, the focus of pipeline leak detection 
has largely been on computational methods that monitor and interpret internal 
operating parameters (e.g. pressure and flow) for the purpose of detecting 
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conditions indicative of a leak. Consequently, the current catalogue of publicly 
available documentation is strongly oriented towards these internal 
computational methods. Therefore, while reflecting existing regulatory and best 
practice considerations (and API RP 1130 in particular), some of the commonly 
referenced performance metrics have been reinterpreted in the context of ELD 
systems. The four performance metric categories considered in this Framework 
are: sensitivity, accuracy, reliability, and robustness.  

The four performance metrics, as described in the ELD Evaluation Framework, are sensitivity, 
reliability, accuracy and robustness. These were deemed appropriate given the intended 
application, as they are believed to broadly capture the intended ELD requirements for the 
demonstration pipeline.  

G.2.2.2 Key Performance Indicators 

An individual performance requirement consists of a specific target applied to a key performance 
indicator (KPI). A KPI is defined in the ELD Evaluation Framework as: 

…a specific and measureable quantity that allows for quantitative evaluation 
of a specific element of an ELD system’s performance. 

The process by which relevant KPIs are identified and characterized often involves separate 
analysis (e.g. risk assessment). This type of analysis is considered to be outside the scope of the 
Framework Demonstration Exercise and, therefore, is not discussed in detail in this document. For 
the purpose of demonstrating the ELD Evaluation Framework, the chosen performance criteria are 
listed and the basis for selecting them is briefly described. The following KPIs, categorized by 
performance metric category, effectively define the performance requirements of the ELD system 
for the demonstration pipeline:    

Sensitivity 

The ultimate purpose of a leak detection system is to minimize the quantity of product released 
into the environment. ELD systems accomplish this by notifying pipeline operators of potential 
leaks in a timely manner, thereby allowing them to isolate or “shut-in” the appropriate section of 
line and stop or slow the release. A sensitive ELD system must not only reliably detect low flow 
rate leaks, but it must also do so relatively quickly. Therefore, two separate measures, or KPIs, are 
required to effectively describe an ELD system’s sensitivity: minimum detectable release rate and 
minimum detection time. Individually, these KPIs do not provide a very meaningful measure of 
system sensitivity, but in combination they do. One such combination of these two parameters is 
the minimum detectable release volume. 

Minimum Detectable Release Volume is among the more useful KPIs for evaluating the sensitivity 
of ELD systems installed on liquid pipelines. It is estimated as the product of detectable release 



 
Appendix G – Framework Demonstration Exercise 

G.11 

rate and the associated time to detect. A potential difficulty with estimating minimum detectable 
release volume relates to the fact that response time and detectable release rate are correlated; a 
system’s response time is usually a function of the release’s rate (i.e. larger release rates tend to be 
associated with shorter response times). This exact relationship may or may not be known by the 
technology vendor, and varies between ELD technologies. As a result, estimating the minimum 
detectable release volume is not as straightforward as simply multiplying a system’s fixed 
minimum detectable release rate by its fixed minimum response time. It requires knowledge of the 
relationship between response time and release rate. If there is reliable information (either from 
the vendors or acquired by some other means) describing a system’s “response-time-release-rate” 
relationship, then it might be advantageous to consider the minimum detectable release volume 
KPI. If not, then it might be better to use other KPIs to describe a system’s sensitivity, such as 
minimum detectable release rate. 

Minimum Detectable Release Rate is useful for comparing the sensitivity of existing internal leak 
detection systems, which rely on internal operating parameters, such as line flowrate, with that of 
the ELD systems under consideration. The demonstration pipeline, like many other liquid HC lines 
currently in operation, is assumed to have an operating CPM system installed that cannot reliably 
detect leaks of less than one percent of the pipeline’s flow rate during normal operating 
conditions4. This KPI is indicative of the extent to which certain ELD technologies are able to 
effectively complement existing CPM systems.  

Since it was not known ahead of time what level of detail the candidate vendors would be able to 
provide regarding their systems’ sensitivity, the preference was to define the sensitivity-related 
performance requirement in terms of minimum detectable release rate. While minimum detectable 
release volume is in many ways more useful, it is more complicated to predict. For this reason, it 
is likely not an appropriate measure by which to compare candidate technologies at this point in 
the evaluation since the vendors may not all be able to provide accurate estimates.  

Reliability 

Maximum Acceptable Annual False Alarm Rate is a straightforward measure that applies to most 
leak detection systems (internal and external alike). False alarms can have significant 
consequences, such as costs associated with investigating the false alarm. They can also lead to 
complacency, which ultimately impacts the confidence that operators place in the ELD system.  

                                                 
 

 

4 Appendix B in the ELD Evaluation Framework document provides background information regarding the expected 
range of capabilities of modern CPM systems. 
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Accuracy 

Leak Localization Accuracy (as a Function of Point Sensor Spacing) is a measure of a system’s 
ability to accurately locate a pipeline leak given a particular sensor spacing scheme (i.e. the 
placement density of an array of point sensors). Unlike distributed systems, point-sensing arrays 
can usually be deployed at different spacing increments and the leak localization accuracy of the 
array is generally a function of this spacing scheme.  

Robustness 

The ELD Evaluation Framework describes robustness KPIs as follows: 

Since robustness is a measure of the ability of an LDS to function as intended 
despite variations in operating conditions, the KPIs employed to quantify 
sensitivity, accuracy, and reliability are applicable for robustness when 
considered under irregular operating conditions. The extent to which the KPI 
values vary with the changing operating conditions signifies how robust the 
system is. 

For this reason, rather than impose specific robustness-related KPIs, vendors will be encouraged 
to report any competitive advantages or claims relating to their system’s ability to perform as 
advertised, despite significant variations in the stated operating conditions. This could include such 
claims as: “no significant increase in the false alarm rate despite excavation equipment operating 
nearby.” 

G.2.2.3 Performance Targets 

Once KPIs have been established, specific performance targets are assigned. Table G.1 lists the 
various KPIs organized by performance metric. Each KPI is assigned a specific target reflecting 
the desired level of performance for that KPI on the demonstration pipeline. Performance 
requirements are assigned according to the application environment within which the ELD systems 
are to be deployed. Identification and characterization of the application environments is covered 
in detail in Section G.2.3.  The performance requirements listed in Table G.2 will form the basis 
of the vendor questionnaire interpretation and technology evaluation exercises.  
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Performance 
Metrics 

Performance Requirements by Application Environments 

A 
Pipeline Area 1 
Operating State 

“Normal “ 

B 
Pipeline Area 2 
Operating State 

“Normal “ 

C 
Pipeline Area 1 
Operating State 

“Shut-in “ 

D 
Pipeline Area 2 
Operating State 

“Shut-in “ 

Sensitivity 
Minimum 

detectable leak 
rate of <20 LPM 

(5.3 GPM)1 

Minimum 
detectable leak 
rate of <10 LPM 

(2.6 GPM)1 

Minimum 
detectable leak 
rate of <20 LPM 

(5.3 GPM)1 

Minimum 
detectable leak rate 

of <10 LPM (2.6 
(GPM)1 

Reliability <2 false 
alarms/year 

<10 false 
alarms/year 

<2 false 
alarms/year 

<10 false 
alarms/year 

Accuracy None2 
Leak localization 

accuracy of <10 m 
(<32.8 ft)  

None2 
Leak localization 

accuracy of <10 m 
(<32.8 ft) 

Robustness (see note 3) (see note 3) (see note 3) (see note 3) 
1. If possible, vendors should report the estimated time to detect (response time) associated with any reported minimum 

detectable leak rate claims. 
2. The sensors are distributed within the same longitudinal plane as the sub-surface valve/component that is at risk of leaking. 

Therefore all potential leak alarms occur in at the same longitudinal plane and leak location accuracy in this particular 
application environment is not a meaningful performance metric.  

3. Since robustness is a measure of a leak detection system’s ability to function as intended despite variations in operating 
conditions, the KPIs employed to quantify sensitivity, accuracy, and reliability are applicable for robustness when considered 
under irregular operating conditions. The vendor is, therefore, encouraged to report any competitive advantages or claims 
relating to their system’s ability to perform despite significant variations in the stated operating conditions. This could include 
such claims as: “no significant increase in the false alarm rate despite excavation equipment operating nearby”.    

Table G.1  Performance Requirements According to Application Environment 

G.2.3 Application Environment 

In defining appropriate and meaningful application environments, the ELD Evaluation Framework 
suggests the following: 

Different performance requirements may be appropriate depending on the 
pipeline location and operating state. To facilitate the process of deriving 
meaningful performance requirements for the pipeline in question, the first step 
is to identify and define the relevant locations and operating states. Pipeline 
locations are differentiated by the nature of the physical environments 
traversed and operating states refer to the different modes of operation that are 
expected over the pipeline’s operating life. Once defined, the various 
combinations of locations and operating states constitute discrete scenarios 
referred to herein as “application environments”, each of which should be 
evaluated separately. 

The demonstration pipeline has two types of operating locations requiring ELD. These locations 
are labeled and summarized in Table G.2 and shown in Figure G.2 and Figure G.3. Operating Area 
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1 consists of locations identified as having an increased likelihood of producing a leak, such as 
near a sub-surface valve other component; Operating Area 2 consists of locations where loss of 
containment would be of high consequence to the environment or to human life, such as near a 
river crossing or other HCA. 

Pipeline 
Operating Area Description 

1 Near or at a sub-surface component having an 
increased likelihood of leaking 

2 
Near or at an HCA (e.g. river crossing) where leakage 

would be of relatively high consequence to the 
environment 

Table G.2  Operating Area Classification of the Demonstration Pipeline (for the Purpose of 
Defining ELD Technology Requirements) 

 

Figure G.2  Schematic Representation of Pipeline Area 1 

Pipeline

Vapor Migration 
Path

Release Liquid Migration 
PathSubsurface Valve/

Potential Leak Site
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Figure G.3  Schematic Representation of Pipeline Area 2 

The demonstration pipeline has two primary operating states, as summarized in Table G.3. The 
“Normal” operating state is characterized by steady-state operating conditions where the pressure 
profile is fully developed and the flow rate is constant. More detailed discussions describing the 
pipeline pressure profile and other relevant hydraulic parameters are covered in Section G.2.7. The 
“Shut-in” operating state is characterized by very low to no flow of product and, therefore, a 
relatively “flat” pressure profile5.  

Pipeline 
Operating State Description 

Normal Normal steady-state operating conditions 

Shut-in Characterized by very low to no net flow of product 
through the zone under consideration 

Table G.3  Operating State Classification of the Demonstration Pipeline  
(for the Purpose of Defining ELD Technology Requirements) 

Given the defined pipeline locations and operating states, four application environments are 
described as follows: 

  

                                                 
 

 

5 A pipeline, or pipeline segment, with a flat pressure profile has relatively small change in internal pressure along its 
length. 

Release

Liquid Migration 
Path

Vapor Migration 
Path

River
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• Application Environment A 

• Pipeline Area 1 

• Operating State “Normal”  

• Application Environment B 

• Pipeline Area 2 

• Operating State “Normal”  

• Application Environment C 

• Pipeline Area 1 

• Operating State “Shut-in”  

• Application Environment D 

• Pipeline Area 2 

• Operating State “Shut-in” 

An ELD system’s ability to meet the defined performance requirements is a function of the 
physical characteristics of the application environment. With regard to characterizing the 
operational environment, the ELD Evaluation Framework suggests the following: 

The application environment can be characterized by a set of parameters 
referred to herein as Application Environment Parameters (AEPs), which are 
categorized as being either “operator defined” or “intrinsic”. AEPs should be 
derived and quantified for each of the established application environments. 
The following discussion provides guidance on identifying, characterizing, and 
selecting appropriate AEPs.  
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G.2.3.1 Operator Defined AEPs 

The ELD Evaluation Framework states that operator defined AEPs are intended to: 

…reflect the pipeline design, installation, and operating conditions that are 
controlled by the operator. 

Common operator defined AEPs that are relevant to point-sensing technologies include “sensor 
deployment configurations” and “sensor spacing”. Other operator-defined AEPs, such as 
“measurement range”, “cable specifications” and “conduit specifications”, are more applicable to 
distributed cable-based systems and were not considered for the demonstration pipeline.  

With regard to “sensor deployment configurations” and “sensor spacing” AEPs, the ELD 
Evaluation Framework states the following: 

Sensor position AEPs should be specified in terms of restrictions rather than 
detailed locations. (e.g. for retrofit applications, the cable cannot be placed any 
closer than the defined exclusion zone). In doing so, consideration should be 
given to the leak detection manufacturer’s recommended installation location 
relative to the pipe and the stated maximum sensing range. This location may 
vary depending on the fluid properties, soil characteristics, and the sensing 
mechanism of the ELD system. 

Accordingly, three sensor placement zones have been defined. These zones provide a basis for 
defining the “sensor deployment configuration” and “spacing scheme” AEPs. They also provide a 
basis for giving preference to technologies that are capable of demonstrating good performance in 
preferred placement zones. The defined sensor placement zones are shown in Figure G.4 wherein 
the associated labels represent increasing levels of preference (i.e. the preference is to deploy 
sensors in Zone 3; however, if required to achieve a certain level of performance, deployment in 
Zone 2 is preferred over Zone 1 and deployment in Zone 1 is preferred over Zone 0). Work 
performed by Southwest Research Institute (SwRI) for the Pipeline Research Council International 
(PRCI) titled “Cable-Based Leak detection Retrofit Study” (Siebenhaler 2015) has defined an 
excavation exclusion zone extending radially to a distance of 610 mm (24 in) from the pipe wall. 
This is referred to herein as the PRCI exclusion circle and it was used to bound sensor placement 
Zone 2.  
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Figure G.4  Operator Defined Sensor Placement Zones 

Sensor Deployment Configuration 

The “sensor deployment configuration” AEP describes the geometry and position of the sensor 
array relative to the pipeline. The position of a single sensor within the array can be described in 
terms of cylindrical coordinates centered about the pipeline, as follows:  

• The circumferential coordinate describes the sensor’s clock position relative to the pipeline;  

• The radial offset coordinate describes the distance separating the sensor and the pipeline 
surface in the direction normal to the pipe surface; and  

• The longitudinal coordinate describes the sensor position in the direction parallel to the 
pipeline.  

Different deployment schemes will be considered for each application environment as described 
below. 
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In application environments A and C, the longitudinal location of the potential leakage source is 
known (i.e. it coincides with the sub-surface valve or component which poses a risk of leaking). 
Hence, for these application environments, the ELD sensor array would be deployed in a single 
longitudinal plane. Since leaks can occur at any angular position (i.e. the assumption is that 
potential leaks are not preferentially located at any particular circumferential orientation), the 
sensor array could be deployed at any circumferential position(s) around the pipeline. The final 
“as-deployed” radial position would be determined by considering performance (vendor 
performance in specific sensor positions is evaluated in Sections G.4 and G.5)  within each of the 
defined exclusion zones, as well as the preferred zone (Zone 0). 

In application environments B and D, the sensor array is spread-out longitudinally. 
Correspondingly, it is likely more difficult to place the sensors for scenarios B and D than for 
scenarios A and C where the sensors’ longitudinal placement is dictated by the location of the 
piece of equipment being monitored (sub-surface valve, for example). Therefore, deploying 
multiple circumferentially distributed sensors at every longitudinal increment (as defined by the 
sensor spacing scheme) is assumed to be impractical from the perspective of the demonstration 
pipeline and sensor installation in scenarios B and D is limited to a single radial and axial position. 
The final “as-deployed” angular position and radial offset would be determined by considering 
performance within each of the defined exclusion zones, as well as the preferred zone (Zone 0). 

Sensor Spacing 

The sensor spacing scheme effectively describes the density of the sensor array. Optimal sensor 
spacing depends on several other factors (namely AEPs such as “sensor deployment”, as well as 
others which will be defined in the next section).   

Specifying a rigid spacing requirement at this stage in the evaluation is not practical. While 
maximizing sensor spacing is desirable since it can lead to cost savings, it usually comes at the 
cost of system performance, namely in terms of the “sensitivity” and “accuracy” performance 
metrics. Therefore, until additional information becomes available (through the vendor 
questionnaire responses and/or laboratory testing), it is best to simply express whether or not there 
is a strong desire to maximize sensor spacing and to encourage the technology vendors to provide 
information describing how they expect performance would be affected as a function of sensor 
spacing.  

There are no explicit spacing requirements for application environments A and C. However, there 
is a strong desire to maximize sensor spacing in application environments B and D. Due to the 
longitudinally dispersed sensors over relatively large distances, sensor deployment efforts in 
application environments B and D are believed to increase significantly with higher placement 
densities (i.e. lower sensor spacing). If possible, candidate vendors should quantify the change in 
performance that would result from variations in sensor spacing.  



 
Appendix G – Framework Demonstration Exercise 

G.20 

G.2.3.2 Intrinsic AEPs 

Intrinsic AEPs are described in the ELD Evaluation Framework as follows: 

Intrinsic AEPs are neither defined nor controlled by the operator, they are a 
result of the physical environment surrounding the pipeline and the physics 
associated with pipeline releases. Intrinsic AEPs often directly influence the 
performance of commercially available ELD technologies, however, the 
magnitude of this effect varies between ELD systems.  

The following intrinsic AEPs, selected from the recommended AEPs listed in the ELD Evaluation 
Framework, represent only those that are believed to be relevant to in-ground point-sensing 
technologies intended for deployment on the demonstration pipeline: 

• release pressure; 

• orifice diameter; 

• orifice geometry;  

• commodity phase, temperature and composition; 

• soil composition, compaction, moisture content, hydraulic conductivity, temperature and 
homogeneity; 

• right-of-way (ROW) precipitation, air temperature and background noise (acoustic-, chemical- 
or temperature-related); 

• pipeline OD and wall thickness;  

• trench characteristics; and  

• expected release orientations. 

Once a comprehensive list of AEPs had been generated, consideration was given to the relative 
importance of each AEP in the context of the demonstration pipeline. This helped to narrow the 
list of AEPs and simplify the vendor screening and technology evaluation processes.  

G.2.4 Parameter Selection, Characterization and Consolidation 

G.2.4.1 Selection Considerations for AEPs 

The ELD Evaluation Framework recommends that: 

… not all parameters need be considered when defining the application 
environment for a particular group of candidate ELD systems… The 
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recommended approach is to estimate how the various AEPs individually affect 
the performance of candidate ELD technologies. This can be achieved by 
decomposing the catalogue of commercially available ELD technologies into 
their individual sensing mechanisms and then considering how each of the 
AEPs affect them. 

G.2.4.1.1 Sensing Mechanisms 

The following sensing mechanisms, selected from the list of recommended sensing mechanisms 
found in the ELD Evaluation Framework, represent only those that are believed to be relevant to 
in-ground point-sensing technologies that are considered for deployment along the demonstration 
pipeline: 

• temperature-sensing;  

• acoustic-sensing;  

• HC liquid; and  

• HC vapor. 

G.2.4.1.2 Impact Assessment 

Based on the applicable AEPs and sensing mechanisms, the ELD Evaluation Framework 
recommends that: 

… each AEP be assessed in terms of both its perceived overall level of impact 
on applicable sensing mechanisms, as well as the practicality associated with 
obtaining quantitative information about each parameter (i.e. characterization 
potential)… Characterization potential in combination with overall impact 
level can be used to define a priority or importance level… indicating which 
AEPs are most useful and relevant given the technologies being considered and 
the information likely to be available.  

Table G.4 lists the relative levels of impact that the applicable AEPs have on each of the sensing 
mechanisms defined above. The impact levels listed in Table G.4 were derived from the suggested 
impact levels outlined in the ELD Evaluation Framework. They are largely identical to those 
outlined in the ELD Evaluation Framework, with the following noted differences: 

1. The impact of pipe OD on acoustic/vibration-sensing mechanisms changed to Major; and  

2. The impact of pipe wall thickness on acoustic/vibration-sensing mechanisms changed to 
Major.  

These modifications are intended to better represent acoustic point-sensing technologies deployed 
directly on the pipe’s surface. Such technologies are placed at discrete points along the pipeline; 
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as such, the system’s ability to detect a leak located between any two points depends on the 
acoustic/vibration propagation characteristics of the pipeline.  

 

Table G.4  AEP Impact on Sensing Mechanisms 
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Release Pressure major major major major

Orifice Diameter major major major major

Orifice Geometry minor major none none

Commodity Phase (gas/liquid) major major major major

Commodity Temperature major none none minor

Commodity Composition1 major major major major

Soil Density major major major major

Soil Porosity major major major major

Moisture Content major major major major

Hydraulic Conductivity Major none major major

Soil Temperature Major Minor Minor

Soil Homogeneity Major Minor Major Major

Air Temperature major none none none

Background Noise2 minor major minor minor

Pipe OD minor major none none

Pipe Wall Thickness minor major none none

Trench Characteristics3 major minor major minor

Sensor Deployment Configuration major major major major

Spacing Configuration major major major major
1. Includes: physical parameters such as density, viscosity, thermal conductivity, coefficient of volumetric expansion, specific heat, 
and molecular weight.
2. Includes acoustic, thermal and chemical sources of background noise that could contaminate measurements of other release 
parameters.
3. Includes trench geometry, cover depth, bedding, & pipe placement relative to trench boundaries.
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Once the individual impact levels are derived, the ELD Evaluation Framework recommends that 
each AEP be characterized by its overall impact level on the applicable sensing mechanisms. To 
accomplish this, the ELD Evaluation Framework suggests to: 

…first assign a numerical value to the individual impact levels (i.e. “no impact” 
= 0, “minor impact” = 1, “major impact” = 2), then to compute a weighted 
average of the individual numerical impact levels for each of the AEPs 
assuming equal weighing across the various sensing mechanisms. It follows 
that AEPs with overall impact scores in the upper half of the range should be 
considered high impact and those in the lower half should be considered low 
impact. 

In addition to the overall impact level, the ELD Evaluation Framework also recommends 
considering the AEP’s “characterization potential”, which is a measure of the level of practicality 
associated with obtaining quantitative information about a particular AEP. The characterization 
potential scores for each of the defined AEPs were derived by considering the available sources of 
information and the relative level of effort required to obtain quantitative information about each 
AEP. As recommended in the ELD Evaluation Framework, an AEP’s characterization potential 
can be either “easy” or “difficult”. On that basis, the assumption used for the availability of the 
data is similar to what is assumed to be available for most operating pipelines, and the resulting 
characterization potential for each of the considered AEPs is summarized as follows: 

• Release pressure is easily characterized because it is assumed that the pipeline’s pressure 
profile (i.e. the pipeline’s internal pressure as a function of longitudinal distance along the 
pipeline) in both of the defined operating states is well known.  

• Orifice diameter is easily characterized if it is assumed that pinhole corrosion leaks are the 
most likely leak mechanism to go undetected by conventional CPM systems6. This assumption 
enables characterization of orifice diameter by considering the range of hole sizes that are 
typically associated with pinhole corrosion features.  

• Orifice geometry is difficult to characterize since this information is assumed not to be readily 
available.  

• Commodity phase, temperature and composition are easily characterized because it is assumed 
that commodity-related data have been periodically collected thorough the demonstration 
pipeline’s operational life. 

                                                 
 

 

6 This assumption is supported with data from the PHMSA Incident Reporting Database. 
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• Soil composition, compaction, moisture content and temperature are easily characterized since 
it is assumed that geological studies along the demonstration pipeline’s ROW have been 
conducted and these can provide information relevant to these AEPs. 

• Soil hydraulic conductivity is difficult to characterize because it is assumed that this 
information is not readily available and would have to be locally measured in each of the 
candidate ELD deployment areas. 

• Soil homogeneity is difficult to characterize since it is assumed that this information is not 
readily available and would have to be locally measured in each of the candidate ELD 
deployment areas.  

• ROW precipitation and air temperature are easily characterized by referring to local 
meteorological data from nearby weather stations.  

• ROW background noise is difficult to characterize because is assumed that this information is 
not readily available and would have to be locally measured in each of the candidate ELD 
deployment areas. 

• Pipeline OD and wall thickness are easily characterized because is assumed that this 
information is readily available.  

• Trench characteristics are difficult to characterize because it is assumed that the backfill soil 
consolidates over time, leading certain properties, such as soil compaction, to gradually blend 
in with the surrounding native soil. The level of consolidation depends on several other factors 
and is not easily predicted.   

• Expected release orientations are easily characterized if it can be assumed that the 
demonstration pipeline is no more susceptible to producing corrosion pinhole leaks from any 
particular angular position or range of angular positions (clock positions)7. Under this 
assumption, there is equal likelihood of producing pinhole leaks from anywhere around its 
circumference.    

• Sensor deployment scheme is easily characterized because it is defined by the operator 
(operator defined AEP). 

• Sensor spacing is easily characterized because it is defined by the operator (operator defined 
AEP). 

                                                 
 

 

7 Data from the PHMSA Incident Reporting Database could be interpreted to suggest that there may be a slight 
preference for pinhole leaks to occur in the bottom half of the pipe; however, for simplicity it will be assumed that 
there is equal likelihood everywhere around the pipeline’s circumference.   
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The ELD Evaluation Framework outlines a procedure for combining the characterization 
potentials and the overall impact levels such that a priority level can be assigned to each AEP. It 
is recommended that only the high-priority AEPs be carried forward to the next sections of the 
evaluation exercise. The ELD Evaluation Framework recommends using an AEP prioritization 
matrix to determine the prioritization level based on characterization potential and overall impact 
level. Table G.5 is an example AEP prioritization matrix where the priority levels are determined 
based on the positioning of the various AEPs within the matrix. Table G.6 represents the AEP 
prioritization matrix populated with the characterization potential and overall impact levels 
relating to the demonstration pipeline that were derived previously. 

 

Table G.5  AEP Prioritization Matrix 
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Table G.6  Populated AEP Prioritization Matrix 

AEPs falling into categories associated with priority level one in Table G.6 will be carried forward 
and used to describe the operational environment for each of the defined application environments.  

G.2.4.2 Parameter Characterization 

These AEPs were quantified to the extent possible for each of the defined application environments 
and the resulting data are shown in Table G.7. 

High Low
Release Pressure Commodity Temperature
Orifice Diameter Soil Temperature
Commodity Phase (gas/liquid) Air Temperature
Commodity Composition Pipe OD
Soil Density Pipe Wall Thickness
Soil Porosity
Moisture Content
Hydraulic Conductivity
Sensor Deployment Configuration
Spacing Configuration

Soil Homogeneity Orifice Geometry
Trench Characteristics Background Noise
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AEPs 

AEP Values by Application Environment 

A 
Pipeline Area 1 
Operating State 

“Normal “ 

B 
Pipeline Area 2 

Operating 
State “Normal “ 

C 
Pipeline Area 1 
Operating State 

“Shut-in “ 

D 
Pipeline Area 2 
Operating State 

“Shut-in “ 
Minimum operating pressure  

(Intrinsic) 
1379 kPa 
(200 psi) 

1379 kPa 
(200 psi) 

345 kPa 
(50 psi) 

345 kPa 
(50 psi) 

Maximum operating pressure  
(Intrinsic) 

3447 kPa 
(500 psi) 

3447 kPa 
(500 psi) 

1379 kPa 
(200 psi) 

1379 kPa 
(200 psi) 

Estimated range of orifice 
diameters (Intrinsic) 

1.27 – 3.81 mm 
(0.05 – 0.15 in) 

1.27 – 3.81 mm 
(0.05 – 0.15 in) 

1.27 – 3.81 mm 
(0.05 – 0.15 in) 

1.27 – 3.81 mm 
(0.05 – 0.15 in) 

Commodity Phase 
(Intrinsic) 

Liquid  Liquid  Liquid Liquid 

Commodity Composition 
(Intrinsic) 

Dilbit Dilbit Dilbit Dilbit 

Average soil temperature1  
(Intrinsic) 

6°C (42.8°F) min 
20°C (68°F) max 

6°C (42.8°F) min 
20°C (68°F) max 

6°C (42.8°F) min 
20°C (68°F) max 

6°C (42.8°F) min 
20°C (68°F) max 

Average commodity temperature1  
(Intrinsic) 

10°C (50°F) min 
25°C (77°F) max 

10°C (50°F) min 
25°C (77°F) max  

10°C (50°F) min 
25°C (77°F) max  

10°C (50°F) min 
25°C (77°F) max  

Soil Hydraulic Conductivity 
(intrinsic) 

1x10-4 cm/s 
(3.9x10-5 in/s) 

1x10-4 cm/s 
(3.9x10-5 in/s) 

1x10-4 cm/s 
(3.9x10-5 in/s) 

1x10-4 cm/s 
(3.9x10-5 in/s) 

Soil density (Intrinsic) 1700-1900 kg/m3 
(106-119 lb/ft3) 

1700-1900 kg/m3 
(106-119 lb/ft3) 

1700-1900 kg/m3 
(106-119 lb/ft3) 

1700-1900 kg/m3 
(106-119 lb/ft3) 

Soil porosity (intrinsic) 45% 45% 45% 45% 

Soil Moisture content (intrinsic) 6-10% 6-10% 6-10% 6-10% 

Sensor deployment configuration  
(Operator-defined) 

The sensor array 
should be 

circumferentially 
distributed at fixed 

radial and longitudinal 
positions. 

 

The sensor array 
should be 

longitudinally 
distributed at fixed 

radial and 
circumferential 

positions.2 
 

The sensor array 
should be 

circumferentially 
distributed at fixed 

radial and longitudinal 
positions. 

 

The sensor array 
should be 

longitudinally 
distributed at fixed 

radial and 
circumferential 

positions.2 
 

Sensor spacing scheme  
(Operator-defined) 

Maximizing sensor 
spacing is less 

important. 

There is a strong 
desire to maximize 
sensor spacing.3 

Maximizing sensor 
spacing is less 

important. 

There is a strong 
desire to maximize 
sensor spacing.3 

1. Specify any substantial differences in performance owed to seasonal variations. 
2. If possible, quantify the change in performance that would result from variations in the circumferential and radial positions. 
3. If possible, quantify the change in performance that would result from variations in the sensor spacing scheme. 

Table G.7  Characterization of the Operational Environments Associated with Each Technology 
Requirement Scenario 
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G.2.4.3 Consolidation of Performance Requirements 

Together, the performance requirements from Table G.1 and the important, or high-priority, AEPs 
from Table G.7 formed the basis for the remainder of the technology evaluation exercise. The 
performance claims of candidate vendors were directly compared against the listed performance 
requirements and the AEPs were helpful in assessing the relevance of their performance claims. 
The performance requirements and AEPs were also useful for designing representative laboratory 
tests and numerical/analytical simulations.  

G.3 TECHNOLOGY SCREENING 

G.3.1 Overview 

The purpose of the technology screening process is described in the ELD Evaluation Framework 
as follows: 

This section provides guidance to assist operators in identifying technologies 
that could potentially meet the performance requirements… The proposed 
process outlines steps to collect and organize information relating to the 
technology vendors and their ELD systems as it relates to the pipeline under 
consideration, and to use this information to screen the technologies and arrive 
at a shortlist of vendors for further consideration… 

To accomplish these objectives, the ELD Evaluation Framework outlines the following procedure: 

1. Conduct a market survey. 

2. Generate and distribute a vendor questionnaire aimed at gathering pertinent information about 
the candidate technologies. 

3. Interpret the questionnaire results. 

4. Score the technologies based on the responses obtained from the questionnaires. 

5. Generate a shortlist of vendors for further consideration. 

These steps were the focus of the technology screening exercise and were systematically addressed 
in the context of the demonstration pipeline. 
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G.3.2 Market Survey 

As described in the ELD Evaluation Framework, the purpose of the market survey is to: 

…identify viable technologies for consideration. The application 
environments…are central to the market survey process. Candidate vendors will be 
identified based on their perceived ability to meet the defined performance 
requirements. 

The first step in arriving at a list of candidate vendors was to perform a relatively broad market 
scan to identify potentially viable technologies with commercial product offerings. In addition to 
a variety of contacts gained through conferences and seminars, a web-based search focused on 
external pipeline leak detection systems yielded a comprehensive list of potential vendors. The list 
consisted of numerous technologies with varying degrees of commercial readiness. Preference was 
given to technologies having advertised capabilities that appeared to align well with the previously 
defined performance requirements and that proclaimed to have an adequate level of relevant 
experience. It was not obvious whether or not a particular vendor’s capabilities aligned with the 
performance requirements, especially at this stage in the screening process. However, the goal of 
the market survey is not to determine with absolute certainty whether a particular technology will 
successfully meet the performance requirements, but rather to simply filter out those technologies 
that clearly are not compatible with the performance requirements. In certain instances, this 
required contacting the vendors and requesting more information. Five vendors, identified as 
Vendors A, B, C, D and E, represent only the candidate vendors that were believed to have an 
adequate degree of commercial maturity and that advertised capabilities that appeared to be 
consistent with the performance requirements. 

G.3.3 Vendor Questionnaire 

G.3.3.1 Overview 

A vendor questionnaire was developed following the guidelines outlined in the ELD Evaluation 
Framework. The purpose of the vendor questionnaire, according to the ELD Evaluation 
Framework is: 

…to facilitate the collection of targeted information regarding the candidate 
vendors, their services and the performance of their systems as they relate to the 
specific application environments established previously. 

A copy of the developed vendor questionnaire that was distributed to the candidate vendors is 
provided in Appendix F.  
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G.3.3.2 Consolidation and Interpretation of Questionnaire Responses 

G.3.3.2.1 System Performance Responses 

Upon receiving the vendor questionnaire responses, the ELD Evaluation Framework recommends 
a thorough review of the information and claims contained within, as follows: 

It is important to consolidate and organize the responses to the vendor 
questionnaire so that they can later be effectively utilized in the technology 
comparison exercise...  

The ELD Evaluation Framework outlines a detailed procedure for consolidating and interpreting 
the vendors’ questionnaire submissions. This procedure provided the basis for the consolidation 
and interpretation exercise described below. The questionnaire responses were divided into the 
following categories: 

• system performance; 

• cost estimate; and 

• business overview. 

Varying degrees of consolidation and interpretation were required for each of the questionnaire 
categories above. However, the “system performance” category required the most attention. The 
ELD Evaluation Framework suggests that this is because the nature of the evaluation is heavily 
focused on technology performance, and elaborates as follows:  

Unlike other questionnaire responses, the “System Performance” questionnaire 
responses (i.e. performance claims) will later be compared to specific 
performance targets. They will also inform the determination of the need for future 
testing and/or modeling work. On that basis, the consolidation and interpretation 
process should be heavily focused on the performance claims, with a lesser 
emphasis on “Budget Cost Estimate” and “Business Overview” questionnaire 
responses. 

To facilitate the consolidation and interpretation of the performance-related responses, the vendors 
were encouraged to submit their performance claims in a specific format. However, for a number 
of the submissions it was necessary to rearrange, modify or expand the provided information such 
that it aligned better with the desired format. The extent of the consolidation and interpretation 
effort varied between vendors. For some, it was trivial and there was no risk of misrepresenting 
the vendor’s intent, but for others, follow-up discussions were required to ensure that the newly 
re-arranged or modified information still accurately captured the vendor’s intent.  
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Follow up discussions with Vendor D and Vendor E revealed that their systems must be installed 
on the pipe’s surface. As discussed, there is a strong desire to employ technologies that can be 
deployed sufficiently far away from the pipe’s surface and, on that basis, these technologies were 
not considered for the remainder of the evaluation.  

G.3.3.2.2 Budget Cost Estimate Responses 

Vendor submissions related to cost estimates were consolidated and interpreted in a somewhat less 
rigorous manner when compared to the system performance submissions. Here, the consolidation 
exercise was primarily intended to verify that the provided information could be interpreted in a 
way that allowed for meaningful comparison between vendors. The consolidation exercise 
revealed that not enough is known about how the candidate vendors’ systems might be deployed 
on the demonstration pipeline, making it difficult to estimate cost and even more difficult to 
attempt to compare vendors based on the reported cost estimates. On that basis, “Cost Estimates” 
questionnaire responses were neither considered in the technology comparison nor used to inform 
the selection of the shortlisted vendors.      

G.3.3.2.3 Business Overview Responses 

Due to the overall lack of field deployments on existing liquid HC lines, it was difficult to interpret 
the candidate vendors’ responses in this section in a way that allowed for meaningful comparison 
between vendors. On that basis, “Business Overview” questionnaire responses were neither 
considered in the technology comparison nor used to inform the selection of the shortlisted 
vendors.  

G.3.4 Technology Comparison  

Once the vendor questionnaire responses have been thoroughly interpreted and the resulting 
information has been consolidated, it is possible to objectively compare the candidate technologies 
against the performance requirements and application environments defined in Section G.2. The 
ELD Evaluation Framework recommends the following process to compare the technologies: 

The proposed process involves the development of numerical scores for each of the 
candidate technologies. The proposed scores are developed by comparing the 
information obtained from the vendor questionnaire to the application 
environments and other project requirements. These scores will inform the 
identification of preferred technology offerings, hereby referred to as the 
shortlisted technologies.  

An overall technology score for each technology offering can be derived by 
developing an evaluation matrix. The evaluation matrix is a tool that allows for the 
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systematic evaluation of specific performance requirements by comparing the 
vendors’ responses to the questionnaire against well-defined criteria.  

G.3.4.1 Scoring Criteria 

The ELD Evaluation Framework recommends that at least one scoring criterion should be assigned 
to each of the primary questionnaire sections. The ELD Evaluation Framework recommends the 
following general steps to develop meaningful scoring criteria that will eventually populate the 
evaluation matrix: 

1) Determine what scoring criteria are appropriate for evaluating the 
questionnaire responses and performance claims against the defined 
performance requirements. 

2) Determine an appropriate range of values for scoring the applicable 
questionnaire responses or performance claims. This is referred to as the 
evaluation range.  

3) Divide the evaluation range into discrete sub-ranges or categories, each of 
which should then be assigned an integer value. The adopted integer range is 
referred to as the rating scale.  

4) Assign a relative weighting factor to the criteria under consideration. 

Accordingly, at least one scoring criteria for each of the three questionnaire sections 
(i.e. performance requirements, cost estimates and business overview) was developed. However, 
as discussed, the “Cost Estimates” and “Business Overview” questionnaire responses were 
problematic and should not be used in the technology comparison. As a result, only the “System 
Performance” section was used to derive the scoring criteria.  

In regards to developing scoring criteria for the “System Performance” section of the questionnaire 
responses, the ELD Evaluation Framework recommends the following: 

The previously defined performance criteria (KPIs) should form the basis of the 
system performance score criteria. To this end, separate score criteria should be 
defined for each of the performance targets within the various application 
environments. 

Correspondingly, a total of 10 scoring criteria, one for each unique performance requirement, were 
developed and defined as follows:  

• Scoring criterion 1: Minimum detectable leak rate of less than 20 LPM (5.3 GPM) 
(applies to application environment A); 
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• Scoring criterion 2: Minimum detectable leak rate of less than 10 LPM (2.6 GPM) 
(applies to application environment B); 

• Scoring criterion 3: Minimum detectable leak rate of less than 20 LPM (5.3 GPM)  
(applies to application environment C);  

• Scoring criterion 4: Minimum detectable leak rate of less than 10 LPM (2.6 GPM)  
(applies to application environment D); 

• Scoring criterion 5: A maximum of two false alarms per year (applies to application 
environment A);  

• Scoring criterion 6: A maximum of 10 false alarms per year (applies to application 
environment B);  

• Scoring criterion 7: A maximum of two false alarms per year (applies to application 
environment C);  

• Scoring criterion 8: A maximum of 10 false alarms per year (applies to application 
environment D); 

• Scoring criterion 9: A leak localization accuracy that is less than 10 m (33 ft) (applies to 
application environment B); and 

• Scoring criterion 10: A leak localization accuracy that is less than 10 m (33 ft) (applies to 
application environment D). 

An appropriate evaluation range was defined for each of the scoring criteria defined above 
following the recommended procedure described in the ELD Evaluation Framework as follows: 

In determining an appropriate evaluation range for “System Performance” related 
score criteria (i.e. performance claims), it is recommended that the first step be to 
identify whether minimum or maximum bounds exist, above or below which values 
are believed to have no physical significance in the context of ELD systems. For 
example a sensitivity performance target expressed as a minimum detectable 
release rate has an absolute minimum bound of zero. If only one physical bound 
exists, as is often the case, then the evaluation range can be defined by considering 
the distance separating the absolute bound and the performance target, then 
symmetrically extending the range by that amount beyond the performance target 
(e.g. minimum detectable release rate = 0.1%, minimum physical bound = 0%, 
therefore evaluation range = 0% to 0.2%). Alternatively, the operator may simply 
choose to define the evaluation range based on the highest and lowest values 
among the reported vendor performance claims. 

Following this guidance, a lower bound of zero was selected for scoring criteria 1 to 4 above. The 
upper bounds were determined by considering the distance separating the lower bound (zero) and 
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the performance targets (20 LPM [5.3 GPM] for scoring criteria 1 and 3, and 10 LPM [2.6 GPM] 
for scoring criteria 2 and 4) then symmetrically extending the range by that amount beyond the 
performance target. The resulting evaluation ranges are 0 to 40 LPM (0 to 10.6 GPM) for scoring 
criteria 1 and 3, and 0 to 20 LPM (0 to 5.3 GPM) for scoring criteria 2 and 4. 

For scoring criteria 5 to 8, a lower bound of zero was also selected. The upper bounds were also 
determined by considering the distance separating the lower bound (zero) and the performance 
targets (two false alarms per year for scoring criteria 5 and 7, and 10 false alarms per year for 
scoring criteria 6 and 8), then symmetrically extending the range by that amount beyond the 
performance target. The resulting evaluation ranges are 0 to 4 false alarms per year for scoring 
criteria 5 and 7, and 0 to 20 false alarms per year for scoring criteria 6 and 8. 

Finally, scoring criteria 9 and 10 were assigned a lower bound of zero. The upper bounds were 
also determined by considering the distance separating the lower bound (zero) and the performance 
targets (leak localization accuracy of 10 m [33 ft]), then symmetrically extending the range by that 
amount beyond the performance target. The resulting evaluation range for scoring criteria 9 and 
10 is 0 to 20 m (0 to 66 ft). 

According to the ELD Evaluation Framework, the defined evaluation ranges should all be mapped 
to a common rating scale. The recommended procedure for defining an appropriate rating scale is 
outlined in the ELD Evaluation Framework as follows:  

For the purpose of technology comparison, the use of a rating scale consisting of 
sequentially ranked integers is recommended. In determining an appropriate rating 
scale, it is important to select a wide enough range such that an adequate level of 
granularity is achieved when rating the responses and claims, but not to the degree 
that would render the rating process cumbersome or counterintuitive. The most 
important consideration for developing and applying a rating scale is that the same 
scale should be used consistently across all scoring criteria. The chosen rating 
scale must therefore be appropriate for all of the developed scoring criteria. Once 
an appropriate evaluation range has been defined it should be divided into discrete 
sub-ranges and mapped onto the rating scale. Sub-ranges corresponding to less 
desirable performance are assigned a minimum score on the rating scale.  

Following these recommendations, a five-point rating scale consisting of sequentially ranked 
integers ranging from 0 to 4 was selected (i.e. 0, 1, 2, 3, and 4). This scale was believed to provide 
sufficient granularity while also remaining simple and intuitive.   

Finally, each of the defined scoring criteria was assigned a weighting value to reflect the relative 
importance of each criterion. The ELD Evaluation Framework provides the following guidance in 
assigning appropriate weighting values: 

A percentage weighting representing the relative importance of each score 
criterion should be defined. This will be employed as a multiplier for each of the 
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rated responses and performance claims. The sum of the score criteria importance 
weightings for all the criterion should add up to 100%. The weightings are intended 
to reflect the operators’ priorities and expectations regarding ELD systems and 
their performance. For example, for a pipeline deployed in a large number of high 
consequence areas, it might be deemed more important to meet sensitivity related 
requirements rather than reliability related requirements. Therefore, in this 
instance, score criteria related to sensitivity might receive a higher importance 
weighting than the score criteria related to reliability.  

The process by which appropriate importance weightings are associated to scoring criteria often 
involves separate analysis (e.g. risk assessment).  This type of analysis is considered to be outside 
the scope of the Framework Demonstration Exercise and therefore is not discussed in detail in this 
document. For the purpose of demonstrating the ELD Evaluation Framework, it is sufficient to 
report that higher importance weightings were assigned to the sensitivity metric (i.e. scoring 
criteria 1 to 4). Together these scoring criteria add up to a 60% importance weighting. Scoring 
criteria 5 to 8 relate to the reliability metric (i.e. false alarm rates) and, together, these add up to 
28%. Finally, scoring criteria 9 and 10 relate to the accuracy metric and together these add up to 
12% of the total importance weighting.  

The developed scoring criteria, the corresponding evaluation ranges, rating scales, and importance 
weightings are summarized in Table G.8. Score criteria having the same description, evaluation 
ranges and weightings are shown together.  
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Score Criteria 1 & 3 Evaluation Range 
(LPM) Rating  

Minimum detectable leak rate of less than 
20 LPM (5.3 GPM) (applies to application 

environments A and C)  
(Importance weighting = 12%) 

>40 (>10.6 GPM) 0 
≥30 and <40 

(≥7.9 and <10.6 GPM) 1 

≥20 and <30 
(≥5.3 and <7.9 GPM) 2 

≥10 and <20 
(≥2.6 and <5.3 GPM) 3 

≤ 10 
(≤ 5.3 GPM) 4 

Score Criteria 2 & 4 Evaluation Range 
(LPM) Rating 

Minimum detectable leak rate of less than 
10 LPM (2.6 GPM) (applies to application 

environments B and D)  
(Importance weighting = 18%) 

>20 
(>5.3 GPM) 0 

≥15 and <20 
(≥4.0 and <5.3 GPM) 1 

≥10 and <15 
(≥2.6 and <4.0 GPM) 2 

≥5 and <10 
(≥1.3 and <2.6 GPM) 3 

≤ 5 
(≤ 1.3 GPM) 4 

Score Criteria 5 & 7 Evaluation Range 
(False Alarms/Year) Rating 

A maximum of two false alarms per year 
(applies to application environments A and C) 

(Importance weighting = 7%) 

≥4 0 
3 1 
2 2 
1 3 
0 4 

Score Criteria 6 & 8 Evaluation Range 
(False Alarms/Year) Rating 

A maximum of 10 false alarms per year 
(applies to application environments B and D) 

(Importance weighting = 7%) 

>20 0 
≥15 and <20 1 
≥10 and <15 2 
≥5 and <10 3 

≤ 5 4 

Score Criteria 9 & 10 Evaluation Range  
(meters) Rating 

A leak localization accuracy that is less than 
10 m (32.8 ft) (applies to application 

environments B and D) 
(Importance weighting = 6%) 

>20 
(>66 ft) 0 

≥15 and <20 
(≥49 ft and <66 ft) 1 

≥10 and <15 
(≥33 ft and <49 ft) 2 

≥5 and <10 
(≥16 ft and <33 ft) 3 

≤5 
(≤16 ft) 4 

Table G.8  Scoring Criteria Summary 
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G.3.4.2 Evaluation Matrix  

The ELD Evaluation Framework recommends the following procedure for combining the scoring 
criteria from Table G.8 into an appropriate evaluation matrix:  

The evaluation matrix is populated by first assigning a rating to each questionnaire 
response and performance claim. The rating is determined by comparing the 
questionnaire responses and performance claims to the appropriate score criteria. 
The rating value is then multiplied by the score criteria importance weighting. The 
resulting values are then summed to obtain an overall score for each vendor. The 
overall scores developed for each vendor form the basis for identifying the set of 
vendors that warrant further consideration. In generating the vendor shortlist, the 
operator might wish to consider only a fixed number of vendors (e.g. top three 
scoring vendors will form the shortlist). It may also be appropriate to define a score 
threshold where vendors with overall scores exceeding the threshold (regardless 
of the number) are added to the shortlist (e.g. vendors scoring above 2.0 will form 
the shortlist) threshold. Finally, a combination of these concepts is also possible 
(e.g. at most the top three scoring vendors scoring above 2.0 will form the shortlist).  

Following the recommended guidelines, it was first necessary to review the interpreted 
questionnaire responses and performance claims for the candidate vendors. Table G.9 lists only 
the interpreted questionnaire responses that correspond to the scoring criteria listed in Table G.8.  
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Scoring 
Criterion Description 

Performance Claims and Questionnaire 
Responses by Vendor 

Vendor B Vendor C Vendor A 

1 

Minimum detectable leak rate of 20 LPM 
(5.3 GPM) 

(applies to application environment A) 

Importance weighting = 12% 

0.001 LPM 
(2.64x10-4 GPM) 

N/A1 
1 LPM 

(0.3 GPM) 

2 

Minimum detectable leak rate of 10 LPM 
(2.6 GPM) 

(applies to application environment B) 

Importance weighting = 18% 

0.001 LPM 
(2.64x10-4 GPM) 

N/A1 
1 LPM 

(0.3 GPM) 

3 

Minimum detectable leak rate of 20 LPM 
(5.3  GPM) 

(applies to application environment C) 

Importance weighting = 12% 

0.001 LPM 
(2.64x10-4 GPM) 

N/A1 
10 LPM 

(2.6 GPM) 

4 

Minimum detectable leak rate of 10 LPM 
(2.6 GPM) 

(applies to application environment D) 

Importance weighting = 18% 

0.001 LPM 
(2.64x10-4 GPM) 

N/A1 
10 LPM 

(2.6 GPM) 

5 
A maximum of 2 false alarms per year  
(applies to application environment A) 

(Importance weighting = 7%) 
0 N/A1 0 

6 
A maximum of 10 false alarms per year  
(applies to application environment B) 

(Importance weighting = 7%) 
0 N/A1 0 

7 
A maximum of 2 false alarms per year  
(applies to application environment C) 

(Importance weighting = 7%) 
0 N/A1 0 

8 
A maximum of 10 false alarms per year  
(applies to application environment D) 

(Importance weighting = 7%) 
0 N/A1 0 

9 

A leak localization accuracy that is less 
than 10 m (33 ft) 

(applies to application environment B) 

(Importance weighting = 6%) 

10 m 
(33 ft) 

25 m 
(82 ft) 

10 m 
(33 ft) 

10 

A leak localization accuracy that is less 
than 10 m (33 ft) 

(applies to application environment D) 

(Importance weighting = 6%) 

10 m 
(33 ft) 

25 m 
(82 ft) 

50 m 
(164 ft) 

1. Vendor did not provide a claim. 

Table G.9  Interpreted Questionnaire Responses and Performance Claims 

Each vendor was then rated by comparing each of their performance claims to the appropriate 
scoring criteria evaluation ranges. The obtained ratings were then multiplied by the importance 
weightings and tabulated in the vendor evaluation matrix shown in Table G.10. Finally, the overall 
score for each vendor was calculated by summing the individual scores in each vendor column.  
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Scoring 
Criterion Description 

Vendor Score  
(Rating x Importance 

Weighting) 

Vendor 
B 

Vendor 
C 

Vendor 
A 

1 
Minimum detectable leak rate of 20 LPM (5.3 GPM) 

(applies to application environment A) 

Importance weighting = 12% 
0.48 0 0.48 

2 
Minimum detectable leak rate of 10 LPM (2.6 GPM) 

(applies to application environment B) 

Importance weighting = 18% 
0.72 0 0.72 

3 
Minimum detectable leak rate of 20 LPM (5.3  GPM) 

(applies to application environment C) 

Importance weighting = 12% 
0.48 0 0.24 

4 
Minimum detectable leak rate of 10 LPM (2.6 GPM) 

(applies to application environment D) 

Importance weighting = 18% 
0.72 0 0.36 

5 
A maximum of 2 false alarms per year  
(applies to application environment A) 

(Importance weighting = 7%) 
0.28 0 0.28 

6 
A maximum of 10 false alarms per year  
(applies to application environment B) 

(Importance weighting = 7%) 
0.28 0 0.28 

7 
A maximum of 2 false alarms per year  
(applies to application environment C) 

(Importance weighting = 7%) 
0.28 0 0.28 

8 
A maximum of 10 false alarms per year  
(applies to application environment D) 

(Importance weighting = 7%) 
0.28 0 0.28 

9 

A leak localization accuracy that is less than 10 m 
(33 ft) 

(applies to application environment B) 

(Importance weighting = 6%) 

0.12 0 0.12 

10 

A leak localization accuracy that is less than 10 m 
(33 ft) 

(applies to application environment D) 

(Importance weighting = 6%) 

0.12 0 0 

Overall Vendor Score (rank) 3.76 0 3.04 

Table G.10  Populated Evaluation Matrix 

As the evaluation matrix suggests, the resulting shortlisted vendors (Vendor A and Vendor B) and 
these technologies are effectively carried forward to the “technology characterization” and 
“technology evaluation” portions of the evaluation exercise. 

  



 
Appendix G – Framework Demonstration Exercise 

G.40 

G.4 TECHNOLOGY CHARACTERIZATION 

G.4.1 Overview  

Regarding the purpose of the technology characterization section, the ELD Evaluation Framework 
states that it functions to: 

…[provide] guidance to assist pipeline operators with identifying, organizing, and 
qualifying the data supporting the relevant vendor performance claims for the 
shortlisted vendors. It also outlines considerations for identifying and addressing 
information gaps related to the supporting data. The guidance in this area is 
provided in the form of a suggested process. It addresses the capacity of data 
sources to support specific performance claims by assigning confidence and 
relevance scores to the various data sources, which reflect both the type of data as 
well as the application environment of the applicable performance requirement. 
Through this process, information gaps are identified and direction is then 
provided for addressing them. 

G.4.2 Performance Data Characterization 

As outlined in the ELD Evaluation Framework, the vendors’ supporting data should be evaluated 
in order to assess its capacity to support specific performance claims as they relate to the 
performance requirements defined previously. To achieve this, the ELD Evaluation Framework 
first recommends the following: 

Categorize the supporting data sources according to the conditions under which the 
data was collected or generated (e.g. data source No. 1 is a field installation, data 
source No. 2 is a laboratory test, data source No.3 is analytical or numerical 
modeling, or no supporting data).  

Accordingly, Table G.11 summarizes the performance claims provided by Vendor A and 
Vendor B (i.e. the shortlisted vendors) and lists the data sources that were provided to support 
them (supporting data sources).  
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Performance Requirement 

Vendor B Vendor A 

Performance 
Claim  

Supporting 
Data 

Source(s) 

Performance 
Claim 

Supporting 
Data 

Source(s) 

Minimum detectable leak rate of 20 LPM 
(5.3 GPM) 

(applies to application environment A)  

0.001 LPM 
(2.64x10-4 

GPM) 

1 
2 
3 

1 LPM 
(0.3 GPM) 

1 

Minimum detectable leak rate of 10 LPM 
(2.6 GPM) 

(applies to application environment B)  

0.001 LPM 
(2.64x10-4 

GPM) 

1 
2 
3 

1 LPM 
(0.3 GPM) 

1 

Minimum detectable leak rate of 20 LPM 
(5.3 GPM) 

(applies to application environment C)  

0.001 LPM 
(2.64x10-4 

GPM) 

1 
2 
3 

10 LPM 
(2.6 GPM) 

1 

Minimum detectable leak rate of 10 LPM 
(2.6 GPM) 

(applies to application environment D)  

0.001 LPM 
(2.64x10-4 

GPM) 

1 
2 
3 

10 LPM 
(2.6 GPM) 

1 

A maximum of 2 false alarms per year  
(applies to application environment A)  0 

2 
4 

0 2 

A maximum of 10 false alarms per year  
(applies to application environment B)  0 

2 
4 

0 2 

A maximum of 2 false alarms per year  
(applies to application environment C)  0 

2 
4 

0 2 

A maximum of 10 false alarms per year  
(applies to application environment D) 0 

2 
4 

0 2 

A leak localization accuracy that is less 
than 10 m (33 ft) 

(applies to application environment B)  
10 m (33 ft) none 10 m (33 ft) 3 

A leak localization accuracy that is less 
than 10 m (33 ft) 

(applies to application environment D)  
10 m (33 ft) none 50 m (164 ft) 4 

Table G.11  Supporting Data Characterization 

These data sources were then assigned to a category based on the conditions under which the data 
was collected and/or generated as shown in Table G.12. 
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Vendor - Supporting Data Supporting Data Category 

Vendor B  No.1 Bench-scale Test 

Vendor B No.2 Full-scale Laboratory Test 

Vendor B No.3 Bench-scale Test 

Vendor B No.4 Bench-scale Test 

Vendor A No.1 Field Installation 

Vendor A No.2 Field Installation 

Vendor A No.3 Field Installation 

Vendor A No.4 Field Installation 

Table G.12  Supporting Data Categorization for Shortlisted Vendors 

Confidence Score Considerations 

Once the supporting data sources have been categorized, the ELD Evaluation Framework suggests 
the following: 

Assign a numerical score representing the perceived level of confidence that can 
be associated with a particular data source with higher scores being assigned to 
more reliable sources of performance data. For example, a vendor claim supported 
by field performance data might receive a higher score than a vendor claim 
supported by a numerical simulation of anticipated performance.  

The confidence scores are to be based on the assumption that data reliability progressively 
increases when progressing from modeling to testing to field installation. Consistent with this, and 
following the scoring system recommended in the ELD Evaluation Framework, confidence scores 
were assigned to each of the “scored” performance requirements as shown in Table G.13. 

Supporting Data Category Confidence Score 

Field Installation 4 

Full-scale Laboratory Testing 3 

Bench-scale Testing 2 

Analytical or Numerical Modeling 1 

No Supporting Data 0 

Table G.13  Confidence Scores 

In instances where several data sources support a single performance claim (as was the case with 
a number of Vendor B’s performance claims), the confidence score was simply based on the most 
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reliable data source among those associated with that claim. One might wish to account for 
performance claims having multiple supporting data sources by assigning them higher confidence 
scores. However, in the interest of simplicity, it was decided to consider only the most reliable 
data source when multiple data sources support a single performance claim.  

The resulting confidence scores for the shortlisted vendors’ performance claims are summarized 
in Table G.14.  

Performance Requirement 

Vendor B Vendor A 

Performance 
Claim  

Confidence 
Score 

Performance 
Claim 

Confidence 
Score 

Minimum detectable leak rate of 20 LPM 
(5.3 GPM) 

(applies to application environment A)  

0.001 LPM 
(2.64x10-4 

GPM) 

3 
(full-scale 

laboratory test) 

1 LPM 
(0.3 GPM) 

4 
(field 

installation) 

Minimum detectable leak rate of 10 LPM 
(2.6 GPM) 

(applies to application environment B)  

0.001 LPM 
(2.64x10-4 

GPM) 

3 
(full-scale 

laboratory test) 

1 LPM 
(0.3 GPM) 

4 
(field 

installation) 

Minimum detectable leak rate of 20 LPM 
(5.3 GPM) 

(applies to application environment C)  

0.001 LPM 
(2.64x10-4 

GPM) 

3 
(full-scale 

laboratory test) 

10 LPM 
(2.6 GPM) 

4 
(field 

installation) 

Minimum detectable leak rate of 10 LPM 
(2.6 GPM) 

(applies to application environment D)  

0.001 LPM 
(2.64x10-4 

GPM) 

3 
(full-scale 

laboratory test) 

10 LPM 
(2.6 GPM) 

4 
(field 

installation) 

A maximum of 2 false alarms per year  
(applies to application environment A)  0 

3 
(full-scale 

laboratory test) 
0 

4 
(field 

installation) 

A maximum of 10 false alarms per year  
(applies to application environment B)  0 

3 
(full-scale 

laboratory test) 
0 

4 
(field 

installation) 

A maximum of 2 false alarms per year  
(applies to application environment C)  0 

3 
(full-scale 

laboratory test) 
0 

4 
(field 

installation) 

A maximum of 10 false alarms per year  
(applies to application environment D) 0 

3 
(full-scale 

laboratory test) 
0 

4 
(field 

installation) 
A leak localization accuracy that is less 

than 10 m (33 ft) 
(applies to application environment B)  

10 m (33 ft) 
0 

(no supporting 
data sources) 

10 m (33 ft) 
4 

(field 
installation) 

A leak localization accuracy that is less 
than 10 m (33 ft) 

(applies to application environment D)  
10 m (33 ft) 

0 
(no supporting 
data sources) 

50 m (164 ft) 
4 

(field 
installation) 

Table G.14  Confidence Scores 
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Relevance Score Considerations 

After determining appropriate confidence scores, the ELD Evaluation Framework suggests the 
following: 

Assess the relevance of each of the identified data sources by comparing them to 
the appropriate application environments. This can be accomplished by identifying 
similarities between the supporting data sources and the associated AEPs… 

The AEPs describing the various application environments are summarized in Table G.7. Each of 
the AEPs from Table G.7 were compared against the supporting data sources by evaluating 
whether a particular data source was found to be “consistent” or “inconsistent” with each of the 
AEPs listed in Table G.78. The proportion of “consistent” data sources then served as the basis for 
deriving the relevance scores. While more complex and quantitative comparisons are possible, the 
approach described herein is considered adequate for framework demonstration purposes9. The 
specific findings of “consistent” versus “inconsistent” data, as tabulated in Table G.15, were 
arrived at based on the considerations discussed below. 

Operating Pressures 

The operating pressures reported in Vendor A’s field installation (i.e. supporting data sources 
No. 1, 2, 3 and 4) are lower than the expected “minimum operating pressure” and “maximum 
operating pressure” AEPs; however, the reported pressure range is believed to be conservative 
since it is generally more difficult for acoustic-based systems to detect low-pressure leaks than 
high-pressure leaks (all else being equal). On that basis, Vendor A’s supporting data source was 
deemed “consistent” with both the “minimum driving pressure” and “maximum driving pressure” 
AEPs for each of the application environments. 

Release pressure information was not reported in Vendor B’s laboratory test (i.e. supporting data 
source No. 2). Therefore, Vendor B’s supporting data source was initially deemed “inconsistent” 
with both the “minimum driving pressure” and “maximum driving pressure” AEPs for each of the 
application environments. However, ELD systems that are based on liquid and vapor HC contact 
are generally more sensitive to derived hydraulic parameters such as release rate and total released 
volume rather than release pressure and orifice diameter. On that basis, a range of release rates 
was calculated from the “estimated range of orifice diameters” and “release pressure” AEPs and 
                                                 
 

 

8 If the data source does not provide sufficient detail to determine where or not it is consistent with a particular AEP, 
the data source was assumed to be inconsistent. 
9 There were no objectively defined thresholds for determining if a data source was “consistent” or “inconsistent” with 
a particular AEP. Rather, if the supporting data source provided sufficient detail indicating that it was reasonably 
similar to a particular AEP, then it was deemed ”consistent” with that AEP.  
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this was compared against the reported release rate from Vendor B’s laboratory test. The release 
rate of 3.14 mL/min (8.3x10-4 GPM) from Vendor B’s laboratory test is significantly lower than 
the calculated range of release rates (found to be roughly 0.5 to 40 LPM [0.13 to 10.6 GPM]); 
however, since it is generally more difficult for HC-based systems to detect low flow rate releases 
(all else being equal), Vendor B’s laboratory test was found to be conservative and therefore was 
deemed to be “consistent” with both the “minimum driving pressure” and “maximum driving 
pressure” AEPs for each of the application environments.  

Orifice Diameters 

The range of orifice diameters reported in Vendor A’s field installation (i.e. supporting data 
sources No. 1, 2, 3 and 4) are reasonably close to the “estimated range of orifice diameters” AEP. 
Furthermore, the orifice diameter range is also believed to be slightly conservative since, similar 
to driving pressure, it is generally more difficult for acoustic-based systems to detect leaks that are 
driven through small-diameter holes than large-diameter holes (all else being equal). On that basis, 
Vendor A’s supporting data source was deemed “consistent” with the “estimated range of orifice 
diameters” AEP for each of the application environments. 

Orifice size information was not reported in Vendor B’s laboratory test (i.e. supporting data source 
No. 2); however, when interpreted as a release rate (see explanation above), Vendor B’s laboratory 
test was found to be conservative and, therefore, was deemed to be “consistent” with the “estimated 
range of orifice diameters” AEP for each of the application environments.  

Commodity Properties 

The commodities used in Vendor A’s field installation (i.e. supporting data sources No. 1, 2, 3 and 
4) consist of water, as well as 15W-40 oil. At ambient temperatures and at the stated test pressures, 
water and 15W-40 oil are both liquid and are therefore “consistent” with the “commodity phase” 
AEP for each of the application environments. 

The commodity used in Vendor B’s laboratory test (i.e. supporting data source No.2) is JP-4 jet 
fuel. At ambient temperatures and at the stated test pressures, JP-4 jet fuel is liquid and is therefore 
“consistent” with the “commodity phase” AEP for each of the application environments. 

Acoustic-based systems are generally most sensitive to the kinematic viscosity and liquid density 
of the commodity. The oil (15W-40) used in Vendor A’s reported field installation (i.e. supporting 
data sources No. 1, 2, 3 and 4) has a kinematic viscosity and liquid density of 327 cSt and 



 
Appendix G – Framework Demonstration Exercise 

G.46 

879 kg/m3 (54.9 lb/ft3) respectively10. This roughly approximates that of dilbit11 and, on that basis, 
the reported test commodity was deemed to be “consistent” with the “commodity composition” 
AEP for each of the application environments. 

By comparison, HC-sensing technologies’ ability to alarm is affected by a greater number of 
commodity properties. Those believed to be the most important when evaluating HC-based 
technologies are described below:  

1. The Kinematic Viscosity and Liquid Density determine, together, how the liquid phase migrates 
through the soil); and 

2. The Vapor Pressures and Boiling Points of the Constituent HC Species determine how the gas 
phase migrates through the soil. 

JP-4 jet fuel, which was used in Vendor B’s laboratory test (i.e. supporting data source No. 2), was 
found to have a kinematic viscosity and a liquid density in the range of 1 to 1.1 cSt and 750 to 
800 kg/m3 (47 to 50 lb/ft3) respectively17. Since viscosity and density are the primary factors in 
liquid migration, this suggests that JP-4 jet fuel could be significantly more mobile than dilbit, and 
this was deemed sufficient to conclude that the reported test commodity is “inconsistent” with the 
“commodity composition” AEP for each of the application environments.   

Soil and Commodity Temperatures 

Soil temperature information was not provided for Vendor A’s field installation (i.e. supporting 
data sources No. 1, 2, 3 and 4). Therefore, this data source was deemed to be “inconsistent” with 
the “average soil temperature” AEP for each of the application environments. 

The reported soil temperature associated with Vendor B’s laboratory test (i.e. supporting data 
source No. 2) is approximately 20°C (68°F). This is within the range of expected soil temperatures; 
therefore, this data source was deemed to be “consistent” with the “soil temperature” AEP for each 
of the application environments. 

Commodity temperature information was not provided for Vendor A’s field installation 
(i.e. supporting data sources No.1, 2, 3 and 4). Therefore, this data source was deemed to be 
“inconsistent” with the “average commodity temperature” AEP for each of the application 
environments. 

                                                 
 

 

10 At 20°C (68°F). 
11 Dilbit (Access Western Blend) has a kinematic viscosity and a liquid density of 330 cSt and 926 kg/m3, respectively. 
17 At 20°C (68°F). 
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The commodity temperature associated with Vendor B’s laboratory test (i.e. supporting data 
source No. 2) was reported to be approximately 20°C (68°F). This is within the range of expected 
commodity temperatures and, therefore, this data source was deemed to be “consistent” with the 
“commodity temperature” AEP for each of the application environments. 

Soil Properties 

Soil properties were not provided for Vendor A’s field installation (i.e. supporting data sources 
No. 1, 2, 3 and 4). Therefore, this data source was deemed to be “inconsistent” with the “soil 
density”; “soil hydraulic conductivity”, “soil porosity” and “soil moisture content” AEPs for each 
of the application environments. 

The soil hydraulic conductivity associated with Vendor B’s laboratory test (i.e. supporting data 
source No. 2) was reported to be in the range of 0.22 to 0.25 cm/s (0.086 to 0.098 in/s). This is 
several orders of magnitude higher than the hydraulic conductivity of the soil surrounding the 
demonstration pipeline at the locations where ELD is being considered, which ranges from 1.1 to 
1.5x10-4 cm/s (4.3 to 5.9x10-5 in/s) . Vendor B’s laboratory test was therefore deemed to be 
“inconsistent” with the “soil hydraulic conductivity” AEP for each of the application 
environments. 

The soil density associated with Vendor B’s laboratory test (i.e. supporting data source No. 2) was 
reported to be approximately 1490 kg/m3 (93 lb/ft3). This is significantly lower (by roughly 20%) 
compared to the expected soil density associated with the demonstration pipeline. Therefore, the 
data source was deemed to be “inconsistent” with the “soil density” AEP for each of the application 
environments. 

The reported soil porosity associated with Vendor B’s laboratory test (i.e. supporting data source 
No. 2) was approximately 43%. This is similar to the expected soil porosity associated with the 
demonstration pipeline and, therefore, the data source was deemed to be “consistent” with the “soil 
porosity” AEP for each of the application environments. 

The reported soil moisture content associated with Vendor B’s laboratory test (i.e. supporting data 
source No. 2) ranges from <1% in a dry soil scenario and up to 26% in a wet soil scenario. Both 
of these scenarios are significantly different from the moisture content associated with the 
demonstration pipeline; therefore, the data source was deemed to be “inconsistent” with the “soil 
moisture content” AEP for each of the application environments. 

Because Vendor B’s laboratory study has a specific focus on assessing ELD technologies deployed 
near storage tanks, there was no pipeline present in the experiment. It is believed that the presence 
of a pipeline creates a solid-soil interface which, depending on the soil properties, can promote 
commodity migration preferentially along its length. Therefore, in addition to the noted soil 
discrepancies, the lack of a representative test pipe in the experiment further reinforces the 
“inconsistent” soil-related AEPs listed above. 
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Sensor Deployment and Spacing 

In Vendor A’s field installation (i.e. supporting data sources No. 1, 2, 3 and 4), sensors were only 
installed on the pipe’s surface. Since no other radial positions were deployed, this data source was 
deemed to be “inconsistent” with the “sensor deployment configuration” AEP for each of the 
application environments. 

In Vendor B’s laboratory test (i.e. supporting data source No. 2), sensors were placed at several 
positions with varying radial, circumferential and longitudinal offsets. The radial and 
circumferential offsets ranged from 0.9 to 1.7 m (2.9 to 5.6 ft) and 0 to 360º12, respectively. This 
was believed to capture the range of possible deployment configurations in application 
environments A and C. In contrast, the longitudinal offset was problematic primarily because it 
was oriented vertically and not horizontally as recommended in the “sensor deployment 
configuration” AEP for application environments B and D. Vertical offset is expected to have a 
different effect on system performance due to its alignment relative to the gravity field. The 
laboratory test in question was therefore deemed to be “consistent” with the “sensor deployment 
configuration” AEP for application environments A and C, and “inconsistent” with the “sensor 
deployment configuration” AEP for application environments B and D. 

In Vendor A’s field installation (i.e. supporting data sources No. 1, 2, 3 and 4), an array of eight 
sensors was deployed with a spacing of 500 m (1640 ft). Given the length scales of typical river 
crossings and valve stations, this was deemed to be sufficiently large spacing and this data source 
was characterized as being “consistent” with the “sensor spacing” AEP for each of the application 
environments. 

In sub-surface valve deployments (i.e. application environments A and C), ELD sensors would 
likely be deployed in a single longitudinal plane coinciding with the valve. However, in 
deployments at river crossings or other HCAs (i.e. application environments B and D), the sensors 
are to be placed in multiple (equally spaced) vertical planes spanning the section of pipeline that 
is to be monitored. In Vendor B’s laboratory test, the sensors were placed in multiple horizontal 
planes at different depths in the soil and the reported spacing value of 0.3 m (0.9 ft) was considered 
to be too dense. On that basis, Vendor B’s supporting data source is considered to be “inconsistent” 
with the “sensor spacing” AEP associated with application environments B and D, but “consistent” 
with the “sensor spacing” AEP associated with application environments A and C.  

                                                 
 

 

12 Sensors were placed in two discrete radial locations and seven discrete circumferential positions. Six of the 
circumferential positions were spaced 30º apart and the remaining position was 70º from the nearest sensor.  
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AEP 

Supporting Data Source Applicability Level 
by Application environment 

(Vendor – Applicability) 

A 
Pipeline Area 1 
Operating State 

“Normal “ 

B 
Pipeline Area 2 
Operating State 

“Normal “ 

C 
Pipeline Area 1 
Operating State 

“Shut-in “ 

D 
Pipeline Area 2 
Operating State 

“Shut-in “ 
Minimum operating pressure  

(Intrinsic) 
Vendor B – Consistent  
Vendor A – Consistent  

Vendor B – Consistent  
Vendor A – Consistent  

Vendor B – Consistent  
Vendor A – Consistent  

Vendor B – Consistent  
Vendor A – Consistent  

Maximum operating pressure  
(Intrinsic) 

Vendor A – Consistent 
Vendor B – Consistent  

Vendor A – Consistent 
Vendor B – Consistent  

Vendor A – Consistent 
Vendor B – Consistent  

Vendor A – Consistent 
Vendor B – Consistent  

Estimated range of orifice 
diameters (Intrinsic) 

Vendor A  - Consistent 
Vendor B – Consistent 

Vendor A  - Consistent 
Vendor B – Consistent 

Vendor A  - Consistent 
Vendor B – Consistent 

Vendor A  - Consistent 
Vendor B – Consistent 

Commodity Phase 
(Intrinsic) 

Vendor A  - Consistent 
Vendor B – Consistent 

Vendor A  - Consistent 
Vendor B – Consistent 

Vendor A  - Consistent 
Vendor B – Consistent 

Vendor A  - Consistent 
Vendor B – Consistent 

Commodity Composition 
(Intrinsic) 

Vendor A  - Consistent 
Vendor B – Inconsistent 

Vendor A  - Consistent 
Vendor B – Inconsistent 

Vendor A  - Consistent 
Vendor B – Inconsistent 

Vendor A  - Consistent 
Vendor B – Inconsistent 

Average soil temperature1  
(Intrinsic) 

Vendor A – Inconsistent  
Vendor B - Consistent 

Vendor A – Inconsistent  
Vendor B - Consistent 

Vendor A – Inconsistent  
Vendor B - Consistent 

Vendor A – Inconsistent  
Vendor B - Consistent 

Average commodity 
temperature1  

(Intrinsic) 

Vendor A – Inconsistent  
Vendor B - Consistent 

Vendor A – Inconsistent  
Vendor B - Consistent 

Vendor A – Inconsistent  
Vendor B - Consistent 

Vendor A – Inconsistent  
Vendor B - Consistent 

Soil Hydraulic Conductivity 
(intrinsic) 

Vendor A – Inconsistent 
Vendor B – Inconsistent 

Vendor A – Inconsistent 
Vendor B – Inconsistent 

Vendor A – Inconsistent 
Vendor B – Inconsistent 

Vendor A – Inconsistent 
Vendor B – Inconsistent 

Soil density (Intrinsic) 
Vendor A – Inconsistent 
Vendor B – Inconsistent 

Vendor A – Inconsistent 
Vendor B – Inconsistent 

Vendor A – Inconsistent 
Vendor B – Inconsistent 

Vendor A – Inconsistent 
Vendor B – Inconsistent 

Soil porosity (intrinsic) 
Vendor A – Inconsistent 
Vendor B – Consistent 

Vendor A – Inconsistent 
Vendor B – Consistent 

Vendor A – Inconsistent 
Vendor B – Consistent 

Vendor A – Inconsistent 
Vendor B – Consistent 

Soil Moisture content (intrinsic) 
Vendor A – Inconsistent 
Vendor B - Inconsistent 

Vendor A – Inconsistent 
Vendor B - Inconsistent 

Vendor A – Inconsistent 
Vendor B - Inconsistent 

Vendor A – Inconsistent 
Vendor B - Inconsistent 

Sensor deployment 
configuration  

(Operator-defined) 

Vendor A – Inconsistent 
Vendor B – Consistent  

Vendor A – Inconsistent 
Vendor B – Inconsistent 

Vendor A – Inconsistent 
Vendor B – Consistent  

Vendor A – Inconsistent 
Vendor B – Inconsistent 

Sensor spacing scheme  
(Operator-defined) 

Vendor A – Consistent 
Vendor B -  Consistent 

Vendor A – Consistent 
Vendor B -  Inconsistent 

Vendor A – Consistent 
Vendor B -  Consistent 

Vendor A – Consistent 
Vendor B -  Inconsistent 

Table G.15  Data Source Characterizations Intended for Subsequent Use in Assigning Data 
Relevance Scores  
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The ELD Evaluation Framework suggests the following:  

For each of the performance claims, assign a numerical score representing the 
degree of relevance of the data in support of that claim, with higher scores being 
assigned to more relevant sources of performance data. 

Accordingly, relevance scores were computed by considering the proportion of “consistent” AEPs 
for each performance claim. The ELD Evaluation Framework suggests relevance scores of 4 for 
supporting data sources that are consistent with 81 to 100% of relevant AEPs; relevance scores of 
3 for supporting data sources that are consistent with 61 to 80% of relevant AEPs; relevance scores 
of 2 for supporting data sources that are consistent with 41 to 60% of relevant AEPs; relevance 
scores of 1 for supporting data sources that are consistent with 21 to 40% of relevant AEPs; and 
relevance scores of 0 for supporting data sources that are consistent with 0 to 20% of relevant 
AEPs. 

It is noted that, in applying this scoring process, certain AEPs were deemed to have minimal impact 
on one or both of the shortlisted vendors’ technologies (see Table G.4 for information regarding 
the impact of AEPs on specific ELD technologies) and these AEPs were therefore ignored in 
developing the relevance scores13. The excluded AEPs and the basis for their exclusion are as 
follows: 

1. Average Soil Temperature (Vendor A) was excluded because acoustic-based technologies are 
not believed to be affected significantly by soil temperature. 

2. Average Commodity Temperature (Vendor A) was excluded because, inasmuch as commodity 
temperature is sufficiently constant to avoid causing significant changes in hydraulic 
properties, acoustic-based technologies are not believed to be affected significantly by 
commodity temperature alone.  

3. Soil Hydraulic Conductivity (Vendor A) was excluded because acoustic-based technologies are 
not believed to be affected significantly by soil hydraulic conductivity14. 

4. Soil Density (Vendor B) was excluded because soil density alone is not believed to impact 
performance of HC-sensing technologies, though this parameter is likely related to other 
parameters which are known to have an impact on the performance of HC-sensing 
technologies, such as hydraulic conductivity and porosity.  

                                                 
 

 

13 If it was uncertain whether or not a particular AEP has a significant impact on an ELD technology, it was assumed 
that it does.  
14 The hydraulic conductivity of the soil could have an impact on the size, shape or even the existence of fluid cavities, 
which tend to form near the leak site as a result of pressurized liquid flowing into the soil matrix. The presence of such 
a cavity can, in turn, affect the acoustic energy associated with a given pipeline leak. However, not enough is known 
about the formation of such cavities or of their effects on the acoustics of sub-surface pipeline leaks. 
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The computed relevance scores for each of the performance claims are summarized in Table G.16. 

Performance Requirement 

Vendor B Vendor A 

Performance 
Claim  

Relevance 
Score 

Performance 
Claim 

Relevance 
Score 

Minimum detectable leak rate of 20 LPM 
(5.3 GPM) 

(applies to application environment A)  

0.001 LPM 
(2.64x10-4 GPM) 

3 
(Consistent 
with 75% of 

relevant AEPs) 

1 LPM 
(0.3 GPM) 

2 
(Consistent 
with 60% of 

relevant AEPs)  

Minimum detectable leak rate of 10 LPM 
(2.6 GPM) 

(applies to application environment B)  

0.001 LPM 
(2.64x10-4 GPM) 

2 
(Consistent 
with 58% of 

relevant AEPs) 

1 LPM 
(0.3 GPM) 

2 
(Consistent 
with 60% of 

relevant AEPs) 

Minimum detectable leak rate of 20 LPM 
(5.3 GPM) 

(applies to application environment C)  

0.001 LPM 
(2.64x10-4 GPM) 

3 
(Consistent 
with 75% of 

relevant AEPs) 

10 LPM 
(2.6 GPM) 

2 
(Consistent 
with 60% of 

relevant AEPs) 

Minimum detectable leak rate of 10 LPM 
(2.6 GPM) 

(applies to application environment D)  

0.001 LPM 
(2.64x10-4 GPM) 

2 
(Consistent 
with 58% of 

relevant AEPs) 

10 LPM 
(2.6 GPM) 

2 
(Consistent 
with 60% of 

relevant AEPs) 

A maximum of 2 false alarms per year  
(applies to application environment A)  0 

3 
(Consistent 
with 75% of 

relevant AEPs) 

0 

2 
(Consistent 
with 60% of 

relevant AEPs) 

A maximum of 10 false alarms per year  
(applies to application environment B)  0 

2 
(Consistent 
with 58% of 

relevant AEPs) 

0 

2 
(Consistent 
with 60% of 

relevant AEPs) 

A maximum of 2 false alarms per year  
(applies to application environment C)  0 

3 
(Consistent 
with 75% of 

relevant AEPs) 

0 

2 
(Consistent 
with 60% of 

relevant AEPs) 

A maximum of 10 false alarms per year  
(applies to application environment D) 0 

2 
(Consistent 
with 58% of 

relevant AEPs) 

0 

2 
(Consistent 
with 60% of 

relevant AEPs) 

A leak localization accuracy that is less than 
10 m (33 ft) 

(applies to application environment B)  
10 m (33 ft) 

2 
(Consistent 
with 58% of 

relevant AEPs) 

10 m (33 ft) 

2 
(Consistent 
with 60% of 

relevant AEPs) 

A leak localization accuracy that is less than 
10 m (33 ft) 

(applies to application environment D)  
10 m (33 ft) 

2 
(Consistent 
with 58% of 

relevant AEPs) 

50 m (164 ft) 

2 
(Consistent 
with 60% of 

relevant AEPs) 

Table G.16  Relevance Scores 



 
Appendix G – Framework Demonstration Exercise 

G.52 

Information Quality Scores 

The derived confidence scores, together with the relevance scores, were used to compute the 
information quality scores. The ELD Evaluation Framework describes the information quality 
scores as follows:  

This score is to be interpreted as a measure of the given data source’s capacity to 
support a specific performance claim and it will be used to identify information 
gaps.   

The information quality score is derived by taking the product of the confidence and relevance 
scores. These scores, along with a summary of the associated confidence and relevance scores, are 
summarized in Table G.17. 
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Performance Requirement 

Vendor B Vendor A 

Performance 
Claim  

Confidence 
Score 

Relevance 
Score 

Information 
Quality 
Score 

Performance 
Claim 

Confidence 
Score 

Relevance 
Score 

Information 
Quality 
Score 

Minimum detectable leak rate of 20 LPM (5.3 
GPM) 

(applies to application environment A)  

0.001 LPM 
(2.64x10-4 

GPM) 
3 3 9 

1 LPM 
(0.3 GPM) 4 2 8 

Minimum detectable leak rate of 10 LPM (2.6 
GPM) 

(applies to application environment B)  

0.001 LPM 
(2.64x10-4 

GPM) 
3 2 6 

1 LPM 
(0.3 GPM) 4 2 8 

Minimum detectable leak rate of 20 LPM (5.3 
GPM) 

(applies to application environment C)  

0.001 LPM 
(2.64x10-4 

GPM) 
3 3 9 

10 LPM 
(2.6 GPM) 4 2 8 

Minimum detectable leak rate of 10 LPM (2.6 
GPM) 

(applies to application environment D)  

0.001 LPM 
(2.64x10-4 

GPM) 
3 2 6 

10 LPM 
(2.6 GPM) 4 2 8 

A maximum of 2 false alarms per year  
(applies to application environment A)  0 3 3 9 0 4 2 8 

A maximum of 10 false alarms per year  
(applies to application environment B)  0 3 2 6 0 4 2 8 

A maximum of 2 false alarms per year  
(applies to application environment C)  0 3 3 9 0 4 2 8 

A maximum of 10 false alarms per year  
(applies to application environment D) 0 3 2 6 0 4 2 8 

A leak localization accuracy that is less than 10 m 
(33 ft) 

(applies to application environment B)  

10 m  
(33 ft) 

0 2 0 
10 m  
(33 ft) 

4 2 8 

A leak localization accuracy that is less than 10 m 
(33 ft) 

(applies to application environment D)  

10 m  
(33 ft) 

0 2 0 
50 m  

(164 ft) 
4 2 8 

Table G.17  Information Quality Scores Information Gaps 
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G.4.3 Information Gaps 

With regards to identifying and characterizing information gaps in the vendors’ performance 
claims, the ELD Evaluation Framework recommends the following: 

In general, performance claims with data quality scores that exceed an operator 
defined threshold can likely be accepted whereas those with scores that fall below 
the threshold should perhaps not be relied upon unless the supporting data is 
supplemented or validated. In addition, the quality scores can serve as a measure 
of the magnitude of the information gap with lower data quality scores being 
associated with larger information gaps, which will require greater effort to 
address. 

Accordingly, and following the scoring system suggested in the ELD Evaluation Framework, 
information gaps for each of the “scored” performance claims were classified as follows:  

• Performance claims having data quality scores between 9 and 16 were considered to be minor 
information gaps. 

• Performance claims having data quality scores between 5 and 8 were considered to be moderate 
information gaps. 

• Performance claims data quality scores between 0 and 4 were considered to be major 
information gaps. 

On this basis, and with reference to the quality scores summarized in Table G.17, the shortlisted 
vendors’ systems were found to have minor to moderate and, in certain instances, major 
information gaps. 

Consistent with the ELD Evaluation Framework recommendations, minor information gaps were 
deemed acceptable, while gaps identified as moderate to major were deemed to warrant further 
investigation. Consideration of the nature of the significant information gaps led to a determination 
that large-scale laboratory testing offered a viable means to address a significant number of 
identified information gaps for both technologies being evaluated. However, it is acknowledged 
that among the major and moderate information gaps that were identified, only those related to 
detectable leak rate (and the associated leak detection sensitivity performance metric) were 
considered amenable to evaluation using the available testing infrastructure. Other information 
gaps identified as significant, which pertain to false alarm potential and leak location accuracy 
(and the associated reliability and accuracy performance metrics), also warrant further 
investigation based on the quality scores; however, they were are not considered amenable to 
meaningful evaluation using the available testing infrastructure. 

A comprehensive technology evaluation following the proposed ELD Evaluation Framework 
would require that all significant information gaps contributing to unacceptable data quality scores 
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be addressed prior to decision making. However, given the intent of this demonstration exercise, 
which is to illustrate application of the decision-making framework, the demonstration test was 
restricted to consideration of only those information gaps that could be addressed using the 
available large-scale testing infrastructure. 

To address the significant information gaps, specifically those associated with the detectable leak 
rate (i.e. the sensitivity performance metric), the data source inconsistencies that led to the low 
data quality scores must be addressed. To this end, and with reference to data source 
inconsistencies summarized in Table G.15, the following AEPs were given particular attention in 
the design and execution of the demonstration test: 

1. “commodity composition” (Vendor B); 

2. “soil hydraulic conductivity” (Vendor B); 

3. “soil density” (Vendor A); 

4. “soil porosity” (Vendor A); 

5. “soil moisture content” (Vendor B and Vendor A); 

6. “sensor deployment configuration” (Vendor B and Vendor A); and 

7. “sensor spacing scheme” (Vendor B). 

The listed AEPs can be classified as being soil-related, commodity-related or 
sensor deployment-related. The demonstration test was designed to ensure that the soil type, 
commodity and sensor deployment constraints were representative of the demonstration pipeline 
to the extent possible. The design and execution of the large-scale test carried out to address 
information gaps as they relate to ELD system sensitivity for the shortlisted technologies is 
described in Appendix F “Demonstration Test Summary”.
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G.5 TECHNOLOGY EVALUATION AND SELECTION  

G.5.1 Overview  

The purpose of the technology evaluation and selection section, as described in the ELD 
Evaluation Framework, is to: 

…[provide] guidance to assist operators in the final selection of a technology or 
technologies for deployment on a pilot project, or for installation on an existing or 
proposed pipeline. The final technology selection process involves performing a 
technology comparison similar to the one outlined in Section 3 with the updated 
information gathered in accordance with the process described in Section 4, 
coupled with explicit consideration given to the quality of the information 
supporting each performance claim. 

G.5.2 Updated Performance Claims and Information Quality Scores  

The demonstration test referenced in Section G.4.3 and described in detail in Appendix F served 
as the basis for addressing significant information gaps, which in turn provided the opportunity to 
re-evaluate and update certain vendor performance claims. The step-wise process by which the 
original performance claims were updated is described below. 

Step 1- Identify Claims to be Re-evaluated 

As discussed in Section G.4, the focus of the demonstration test was on sensitivity-related 
performance claims. On that basis, the following performance claims were considered for 
re-evaluation: 

• Claim 1 - Minimum detectable leak rate of 20 LPM (5.3 GPM) for application environment A; 

• Claim 2 - Minimum detectable leak rate of 10 LPM (2.6 GPM) for application environment B; 

• Claim 3 - Minimum detectable leak rate of 20 LPM (5.3 GPM)  for application environment 
C; and 

• Claim 4 - Minimum detectable leak rate of 10 LPM (2.6 GPM) for application environment D. 

Step 2 – Filter Test Data 

The original performance claims reported by the vendors were only valid under a particular set of 
conditions expressed in terms of specific AEPs. When re-evaluating a particular performance 
claim, it was important to only consider release events and sensor positions that were found to be 
consistent with the AEPs associated with that particular claim. AEPs related to the soil, the 
commodity and the orifice diameter are consistent among all application environments; however, 
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AEPs related to the operating pressure, the sensor deployment configuration and the sensor spacing 
scheme vary according to the application environment and are different for each of the listed 
performance claims. Furthermore, the listed performance claims have different minimum 
detectable release rate requirements. Therefore, for each of the performance claims being re-
evaluated it was necessary to: 1) identify the release events that had release pressures and release 
rates in the appropriate ranges; and 2) identify the sensor positions that were consistent with both 
the “sensor deployment” and “sensor spacing” AEPs for each claim. 

In determining which release events were consistent with each of the listed performance claims, it 
was helpful to first organize them according to their release pressures and release rates. Figure G.5 
and Figure G.6 show the successfully staged release events plotted as a function of release rate and 
release pressure for Vendor A and Vendor B respectively. The highlighted regions in each figure, 
labeled I and II, represent specific operating pressure and release rate ranges. The black horizontal 
dotted lines delineate the operating pressure ranges for application environments A, B and C, D 
(i.e. shut-in conditions vs. regular operating conditions); and the red vertical dotted lines identify 
the claimed minimum detectable release rates. These delineations serve to determine which release 
events can be used to evaluate the various performance claims. Releases plotting in region I were 
used to re-evaluate performance Claims 1 and 2 and releases plotting in region II were used to re-
evaluate performance Claims 3 and 4. 

  

Figure G.5  Vendor A Release Events Shown in Terms of Release Rate and Release Pressure 
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Figure G.6  Vendor B Release Events Shown in Terms of Release Rate and Release Pressure 
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consider the identified preferred sensor positions15. This approach had various implications 
depending on the performance claims being re-evaluated, which are discussed below.     

Claims 1 and 3 apply to sub-surface valve deployments. As such, ELD sensors would likely be 
deployed in a single longitudinal plane coinciding with the valve (in the context of the 
demonstration test, this is approximated as the release plane). Therefore, the preferred sensor 
positions described above, being located in the release plane, could be relied upon to provide a 
reasonably representative estimate of the sensitivity threshold in such environments.  

In contrast, Claims 2 and 4 apply to river crossings or other HCAs which, unlike sub-surface valve 
applications where potential leakage is expected to take place in a fixed longitudinal plane, are 
susceptible to leakage virtually anywhere along some fixed longitudinal range. In these scenarios, 
the leak plane rarely coincides with the sensor deployment plane/planes and, therefore, the actual 
sensitivity of sensors in these environments would be somewhat lower than that predicted by the 
preferred sensor positions described above. Nonetheless, for the sake of simplicity, and to avoid 
assigning a fixed sensor spacing value to application environments B and D16, it was decided to 
evaluate Claims 2 and 4 using these sensor positions, despite the discussed limitations. 

Step 3 – Re-evaluate and Update Claims 

The performance claims listed in Step 1 were then re-evaluated using the relevant test data 
identified in Step 2 above (i.e. release events and sensor positions). The original performance 
claims listed in Step 1 were either confirmed or rejected or, if the data was inconclusive or 
unavailable, then the claim was neither confirmed nor rejected. In the event that the performance 
claim was confirmed, the original performance claim was deemed to be valid, and the confidence 
and relevance scores were updated to reflect the new supporting data source. In the event that the 

                                                 
 

 

15 Consideration was given to whether the deployed sensors should be treated as independent sensor positions, each 
representing a potential deployment location or as an integrated system comprised of multiple sensors within a given 
longitudinal plane. The former represents a more conservative approach since integrated systems comprised of 
multiple sensors are expected to perform better than individual sensors. Furthermore, evaluating sensors as integrated 
systems requires a somewhat more complex analysis. Determining the optimal number of sensors to include in a given 
sensor system requires some knowledge of the cost of deployment associated with each of the sensor positions being 
considered. This knowledge was not available and acquiring it was not within the scope of the Framework 
Demonstration Exercise. Such analysis is therefore reserved for future iterations of the ELD Evaluation Framework; 
on that basis, it was decided to evaluate ELD sensors as independent sensor positions rather than integrated, multi-
sensor systems. 
16 Optimal sensor spacing on the demonstration pipeline was not known and was believed to vary depending on the 
technology type. This knowledge was not available and acquiring it was not within the scope of the Framework 
Demonstration Exercise. For this reason, it was decided not to specify a spacing value but rather to specify whether 
or not there was a desire to maximize sensor spacing for a particular application environment and to encourage the 
technology vendors to comment on the expected effects of sensor spacing. 



 
Appendix G – Framework Demonstration Exercise 

G.60 

performance claim was rejected, then either the data could be used to update the claim, in which 
case the new claim is used and the associated confidence and relevance scores are updated to 
reflect the new supporting data source, or there wasn’t a sufficient amount of test data to update 
the rejected claim. Here, it might still be possible to modify the original claim based on the limited 
data available; however, the lack of relevant data should be reflected in the resulting confidence 
and relevance scores. Finally, if the available test data was found to be inconclusive, and hence it 
wasn’t possible to confidently confirm or reject the claim, then either: a) the performance claim, 
as well as the associated confidence and relevance scores, remained unchanged; or b) the data 
could be used to support an alternative claim. If the data was found to support an alternative claim, 
then the claim and the associated confidence and relevance scores would be updated to reflect the 
new supporting data source. The process outlined above is described schematically in Figure G.7. 

 

Figure G.7  Performance Claim Re-evaluation Process 

An ELD system’s Probability of Detection (POD) serves as a quantitative means of estimating the 
detection sensitivity threshold. In the context of the testing work performed, experimentally 
derived Alarm Ratios (ARs), defined as the ratio of successfully detected releases to total releases, 
can be interpreted as analogous to an ELD system’s POD. Therefore, to the extent that there were 
enough release events to derive meaningful ARs, they were used in the performance claim 
re-evaluation process as follows: 
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• The sensitivity threshold was defined as the leak rate associated with a POD, as approximately 
by the AR, of 90%. (i.e. performance claims with ARs below 90% were rejected and those 
associated with ARs above 90% were accepted); and 

• Rejected performance claims were updated by determining the minimum release rate above 
which an AR of at least 90% could be achieved.  

The following assumptions were made in order to use ARs to re-evaluate and update performance 
claims as described above:  

• The range of release rates corresponding to the tested release events is consistent with the 
actual range of release rates expected to occur along the demonstration pipeline. Since, in 
general, ELD systems tend to perform better when exposed to higher release rates, ARs 
generated using data with release rates extending beyond the range of expected release rates 
will be artificially high and, therefore, not a strong representation of the actual field-deployed 
POD.  

• The frequency distribution of tested release rates is consistent with the frequency distribution 
of actual release rates expected to occur along the demonstration pipeline. If there were a 
disproportionate number of high flow rate releases (even if they were within the expected range 
of release rates as discussed above), the resulting AR would be artificially high. Similarly, if 
there were a disproportionate number of low flow rate releases, the resulting AR would be 
artificially low. As observed in Figure G.8, the frequency distribution of release rates staged 
during the demonstration test was skewed toward the low flow rate releases. For the sake of 
the demonstration, it was assumed that a similar release rate frequency distribution was 
expected for the demonstration pipeline.  

• Releases are equally likely to occur at any angular position around the circumference of the 
demonstration pipeline. In addition, ELD systems (at least the ones being considered in this 
exercise) experience a linear degradation in performance as a function of angular offset relative 
to the release17. Under these assumptions, it was possible to estimate the average, or expected, 
sensitivity threshold of a particular sensor position using only data from 3 and 9 o’clock release 
orientations18.  

                                                 
 

 

17 i.e. relative to a radial line through the release location.  
18 Sensors were deployed symmetrically about the test pipe such that each release, whether from the 3 or 9 o’clock 
port, would concurrently simulate both zero degree and 180 degree angular offset. In this way, the resulting ARs, as 
derived from both 3 o’clock and 9 o’clock release orientations, could be interpreted to represent the average or 
expected field-deployed POD of a given ELD sensor.    
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Figure G.8  Frequency Distribution of Release Rates Staged During the Demonstration Test 

G.5.2.1 Vendor A’s Re-evaluated Performance Claims 

Detected and non-detected events for Vendor A’s preferred sensor positions are plotted as a 
function of release rate and driving pressure in Figure G.9. For reference, the two highlighted 
regions from Figure G.6 are shown.  
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Figure G.9  Successful Vendor A Alarms as a Function of Release Rate and Driving Pressure  
for the CH9, 252 and CH10, 252 Sensor Positions  

(i.e. in the Release Plane and the 3 and 9 o’clock Positions, Respectively) 

ARs of 83%, 83%, 81% and 81% were obtained for Claims 1, 2, 3 and 4, respectively; all 
performance claims failed to meet the AR threshold of 90% and were rejected. The performance 
capability of Vendor A’s system was then revised such that the detection thresholds corresponded 
to release rates with alarm ratios of at least 90%. This revised characterization will be referred to 
as an updated performance claim. The updated performance claims were 6 LPM (1.6 GPM) 
(initially 1 LPM [0.26 GPM]) for Claims 1 and 2, and 14 LPM (3.7 GPM) (initially 10 LPM [2.6 
GPM]) for Claims 3 and 4. The updated performance claims, as well as the initial performance 
claims, are summarized in Table G.18 and the process followed in re-evaluating Vendor A’s 
performance claims is shown in Figure G.10. 
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Performance Requirement Associated 
Region(s) 

(Figure G.5) 

AR  
(Claim 
Status) 

Performance Claims 

No. Description Initial  Updated 

1 

Minimum detectable leak 
rate of 20 LPM (5.3 GPM) 

(applies to application 
environment A) 

I  

83% 
(performance 

claim 
rejected) 

1 LPM 
 (0.6 GPM) 

6 LPM 
(1.6 GPM) 

2 

Minimum detectable leak 
rate of 10 LPM (2.6 GPM) 

(applies to application 
environment B) 

I 

83% 
(performance 

claim 
rejected) 

1 LPM 
 (0.6 GPM) 

6 LPM 
(1.6 GPM) 

3 

Minimum detectable leak 
rate of 20 LPM (5.3 GPM) 

(applies to application 
environment C) 

II 

81% 
(performance 

claim 
rejected) 

10 LPM 
 (2.6 GPM) 

14 LPM 
(3.7 GPM) 

4 

Minimum detectable leak 
rate of 10 LPM (2.6 GPM) 

(applies to application 
environment D) 

II 

81% 
(performance 

claim 
rejected) 

10 LPM 
 (2.6 GPM) 

14 LPM 
(3.7 GPM) 

Table G.18  Summary of Vendor A’s Re-evaluated Performance Claims 
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Figure G.10  Vendor A’s Performance Claim Re-evaluation Process 

G.5.2.2 Vendor B’s Re-evaluated Performance Claims 

Detected and non-detected events for Vendor B’s preferred sensor positions are plotted as a 
function of release rate and driving pressure in Figure G.11. For reference, the two highlighted 
regions from Figure G.6 are shown.  
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Figure G.11  Successful Vendor B Alarms as a Function of Release Rate and Driving Pressure for 
the PAS 9 and PAS 19 Sensor Positions  

(i.e. in the Release Plane and the 3 and 9 o’clock Positions, Respectively) 

Practical limitations associated with the test apparatus prevented the simulation of release rates 
low enough to effectively verify Vendor B’s performance claim of 0.001 LPM (2.64x10-4 GPM). 
However, since the highest possible score they could receive, according to the scoring criteria 
evaluation range, corresponds to a release rate threshold of 5 LPM (1.3 GPM) (see Table G.8), 
then, for the purpose of scoring their technology in the updated evaluation matrix, it was deemed 
acceptable to evaluate their performance claim against release rates that were 5 LPM (1.3 GPM) 
or less. On that basis, it was decided to evaluate Vendor B’s system by staging release rates of 
approximately 1.5 LPM (0.4 GPM)19.  

                                                 
 

 

19 While the test apparatus is capable of releases rates lower than 1.5 LPM (0.4 GPM), the likelihood of orifice clogging 
increases significantly below this threshold.  Since there were only two release events that could be used to evaluate 
Vendor B, the tolerance for orifice clogging leading to an aborted release events was much lower and it was decided 
to stay above the threshold of 1.5 LPM (0.4 GPM).     
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Vendor A’s acoustic sensing-based technology is able to detect leaks more quickly than 
Vendor B’s vapour sensing-based technology, which requires time for HC vapour concentrations 
to build within the soil. This significantly reduced the number of releases that could be used to 
evaluate Vendor B’s performance, making it difficult to compute meaningful ARs from Vendor 
B’s alarm data. On that basis, Vendor B’s performance claims could not be evaluated using the 
previously defined AR thresholds. However, because Vendor B successfully alarmed on all of the 
releases events that they were expected to alarm on, it was possible to confirm that Vendor B’s 
sensitivity threshold is at least 1.5 LPM (0.4 GPM). Because it wasn’t possible to test Vendor B’s 
claimed sensitivity threshold of 0.001 LPM (2.64x10-4 GPM), it was deemed inconclusive and the 
new claim stating Vendor B has a sensitivity threshold of at least 1.5 LPM (0.4 GPM) was adopted. 
As discussed, both 0.001 and 1.5 LPM (2.64x10-4 and 0.4 GPM) and sensitivity thresholds 
correspond to the maximum score for scoring criteria 1 through 4; therefore, it was possible to use 
the newly adopted performance claim without penalty to Vendor B. A summary of Vendor B’s re-
evaluated performance claims is provided in Table G.19 and the process followed in re-evaluating 
Vendor B’s performance claims is shown schematically in Figure G.12. 

Performance Requirement Associated 
Region(s) 

(Figure G.6) 

AR  
(Claim 
Status) 

Performance Claims 

No. Description Initial Updated 

1 

Minimum detectable leak 
rate of 20 LPM (5.3 GPM) 

(applies to application 
environment A) 

I  
Insufficient 
data points 

(inconclusive) 

0.001 LPM 
(2.64x10-4 GPM) 

1.5 LPM 
(0.4 GPM) 

2 

Minimum detectable leak 
rate of 10 LPM (2.6 GPM) 

(applies to application 
environment B) 

I 
Insufficient 
data points 

(inconclusive) 

0.001 LPM 
(2.64x10-4 GPM) 

1.5 LPM 
(0.4 GPM) 

3 

Minimum detectable leak 
rate of 20 LPM (5.3 GPM) 

(applies to application 
environment C) 

II 
Insufficient 
data points 

inconclusive) 

0.001 LPM 
(2.64x10-4 GPM) 

1.5 LPM 
(0.4 GPM) 

4 

Minimum detectable leak 
rate of 10 LPM (2.6 GPM) 

(applies to application 
environment D) 

II 
Insufficient 
data points 

(inconclusive) 

0.001 LPM 
(2.64x10-4 GPM) 

1.5 LPM 
(0.4 GPM) 

Table G.19  Summary of Vendor B’s Re-evaluated Performance Claims 
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Figure G.12  Vendor B’s Performance Claim Re-evaluation Process 
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remain unchanged

The original 
performance claim 

is used

The performance claim is updated 
according to  the newly obtained 

performance data 

The original 
performance claim 

is used

It might be possible to 
make limited conclusions 

using the limited data 
available

Confidence and relevance 
scores are modified to account 

for the additional, albeit 
limited, data source

Can the claim be 
Updated?

Does the data support 
an alternative claim?

Yes

No

Yes

No
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being given to the quality of the information in support of each performance claim. 
The suggested approach is to introduce a new weighting factor called the 
information quality factor which is defined as the ratio of the information quality 
score and the maximum possible information quality score (see the quality ranking 
scheme developed in Section 4)…The modified evaluation matrix is populated by 
first assigning a rating to each of the updated performance claims. Similar to the 
application of the evaluation matrix described in Section 3 for technology 
screening, the rating is determined by comparing the updated performance claims 
to the appropriate score criteria. However, in the evaluation matrix intended for 
final technology selection, the rating value is multiplied by the score criteria 
importance weighting and the information quality factor. The resulting weighted 
scores are then entered into the matrix and as in the previous evaluation matrix, an 
overall score is computed by summing the scores corresponding to each vendor. 
The implication being that the vendor/vendors achieving the highest score is/are 
preferred and should be selected for technology implementation on a pilot project, 
or for installation on an existing or proposed pipeline. 

Since the data from the demonstration test were used to update Claims 1 through 4, the confidence 
and relevance scores associated with scoring criteria 1 through 4 were updated accordingly to 
reflect the new supporting data. The updated confidence and relevance scores are summarized in 
Table G.20. 
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Performance Requirement 

Vendor B Vendor A 

Updated 
Confidence 

Score  

Updated 
Relevance 

Score 

Updated 
Confidence 

Score  

Updated 
Relevance 

Score 

Minimum detectable leak rate of 20 LPM 
(5.3 GPM) 

(applies to application environment A)  

3 
(full scale 

laboratory test) 

4 
(Consistent 
with 92% of 

relevant AEPs) 

3 
(full scale 

laboratory test) 

4* 
(Consistent 
with 80% of 

relevant 
AEPs)  

Minimum detectable leak rate of 10 LPM 
(2.6 GPM) 

(applies to application environment B)  

3 
(full scale 

laboratory test) 

4 
(Consistent 
with 92% of 

relevant AEPs) 

3 
(full scale 

laboratory test) 

4* 
(Consistent 
with 80% of 

relevant 
AEPs)  

Minimum detectable leak rate of 20 LPM 
(5.3 GPM) 

(applies to application environment C)  

3 
(full scale 

laboratory test) 

4 
(Consistent 
with 92% of 

relevant AEPs) 

3 
(full scale 

laboratory test) 

4* 
(Consistent 
with 80% of 

relevant 
AEPs)  

Minimum detectable leak rate of 10 LPM 
(2.6 GPM) 

(applies to application environment D)  

3 
(full scale 

laboratory test) 

4 
(Consistent 
with 92% of 

relevant AEPs) 

3 
(full scale 

laboratory test) 

4* 
(Consistent 
with 80% of 

relevant 
AEPs)  

A maximum of 2 false alarms per year  
(applies to application environment A)  

3 
(full scale 

laboratory test1) 

3 
(Consistent 
with 75% of 

relevant AEPs) 

4 
(field installation) 

2 
(Consistent 
with 60% of 

relevant AEPs) 

A maximum of 10 false alarms per year  
(applies to application environment B)  

3 
(full scale 

laboratory test1) 

2 
(Consistent 
with 58% of 

relevant AEPs) 

4 
(field installation) 

2 
(Consistent 
with 60% of 

relevant AEPs) 

A maximum of 2 false alarms per year  
(applies to application environment C)  

3 
(full scale 

laboratory test1) 

3 
(Consistent 
with 75% of 

relevant AEPs) 

4 
(field installation) 

2 
(Consistent 
with 60% of 

relevant AEPs) 

A maximum of 10 false alarms per year  
(applies to application environment D) 

3 
(full scale 

laboratory test1) 

2 
(Consistent 
with 58% of 

relevant AEPs) 

4 
(field installation) 

2 
(Consistent 
with 60% of 

relevant AEPs) 

A leak localization accuracy that is less than 
10 m (33 ft) 

(applies to application environment B)  

0 
(no supporting 
data sources) 

2 
(Consistent 
with 58% of 

relevant AEPs) 

4 
(field installation) 

2 
(Consistent 
with 60% of 

relevant AEPs) 

A leak localization accuracy that is less than 
10 m (33 ft) 

(applies to application environment D)  

0 
(no supporting 
data sources) 

2 
(Consistent 
with 58% of 

relevant AEPs) 

4 
(field installation) 

2 
(Consistent 
with 60% of 

relevant AEPs) 

Table G.20  Updated Confidence and Relevance Scores 
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The confidence scores were updated by acknowledging that the new supporting data originate from 
a large scale laboratory test (i.e. the demonstration test). On that basis, and according to the process 
outlined in Section G.4.2, the resulting confidence scores were updated to 3 for both vendors.  

The relevance scores were updated by revisiting the process outlined in Section G.4.2 where the 
AEPs were systematically compared against the demonstration test parameters by evaluating 
whether they were “consistent” or “inconsistent” with the demonstration test. Updated relevance 
scores were then derived by calculating the ratio of “consistent” over total applicable20 AEPs. This 
is summarized in Table G.21 where the information that was updated is emphasised with bold font. 

                                                 
 

 

20 Not all AEPs applied to both technology vendors. As shown in Section G.4.2, “average soil temperature”, “average 
commodity temperature” and “soil hydraulic conductivity” were found not to be relevant to Vendor A; and “soil 
density” was found not to be relevant to Vendor B. 
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AEP 

Supporting Data Source(s) Applicability Level by Application environment 
(Vendor – Applicability) 

A 
Pipeline Area 1 
Operating State 

“Normal “ 

B 
Pipeline Area 2 
Operating State 

“Normal “ 

C 
Pipeline Area 1 
Operating State 

“Shut-in “ 

D 
Pipeline Area 2 
Operating State 

“Shut-in “ 

Minimum operating 
pressure  
(Intrinsic) 

Vendor B – Consistent  
Vendor A – Consistent  

Vendor B – Consistent  
Vendor A – Consistent  

Vendor B – Consistent  
Vendor A – Consistent  

Vendor B – Consistent  
Vendor A – Consistent  

Maximum 
operating pressure  

(Intrinsic) 

Vendor A – Consistent 

Vendor B – Consistent  
Vendor A – Consistent 

Vendor B – Consistent  
Vendor A – Consistent 

Vendor B – Consistent  
Vendor A – Consistent 

Vendor B – Consistent  

Estimated range of 
orifice diameters 

(Intrinsic) 

Vendor A – Consistent 
Vendor B – Consistent 

Vendor A – Consistent 
Vendor B – Consistent 

Vendor A – Consistent 
Vendor B – Consistent 

Vendor A – Consistent 
Vendor B – Consistent 

Commodity Phase 
(Intrinsic) 

Vendor A – Consistent 
Vendor B – Consistent 

Vendor A – Consistent 
Vendor B – Consistent 

Vendor A – Consistent 
Vendor B – Consistent 

Vendor A – Consistent 
Vendor B – Consistent 

Commodity 
Composition 

(Intrinsic) 

Vendor A – Consistent 
Vendor B - Consistent 

Vendor A – Consistent 
Vendor B - Consistent 

Vendor A – Consistent 
Vendor B - Consistent 

Vendor A – Consistent 
Vendor B - Consistent 

Average soil 
temperature1  

(Intrinsic) 

Vendor A – Consistent 
Vendor B – Consistent 

Vendor A – Consistent 
Vendor B – Consistent 

Vendor A – Consistent 
Vendor B – Consistent 

Vendor A – 
Consistent 

Vendor B – Consistent 
Average 

commodity 
temperature1  

(Intrinsic) 

Vendor A – Consistent 
Vendor B – Consistent 

Vendor A – Consistent 
Vendor B – Consistent 

Vendor A – Consistent 
Vendor B – Consistent 

Vendor A – 
Consistent 

Vendor B – Consistent 

Soil Hydraulic 
Conductivity 

(intrinsic) 

Vendor A – Consistent 
Vendor B – Consistent 

Vendor A – Consistent 
Vendor B – Consistent 

Vendor A – Consistent 
Vendor B – Consistent 

Vendor A – 
Consistent 
Vendor B – 
Consistent 

Soil density 
(Intrinsic) 

Vendor A – Consistent 
Vendor B – Consistent 

Vendor A – Consistent 
Vendor B – Consistent 

Vendor A – Consistent 
Vendor B – Consistent 

Vendor A – 
Consistent 
Vendor B – 
Consistent 

Soil porosity 
(intrinsic) 

Vendor A – Consistent 
Vendor B – Consistent 

Vendor A – Consistent 
Vendor B – Consistent 

Vendor A – Consistent 
Vendor B – Consistent 

Vendor A – 
Consistent 

Vendor B – Consistent 

Soil Moisture 
content (intrinsic) 

Vendor A – Consistent 
Vendor B – Consistent 

Vendor A – Consistent 
Vendor B – Consistent 

Vendor A – Consistent 
Vendor B – Consistent 

Vendor A – 
Consistent 
Vendor B – 
Consistent 

Sensor 
deployment 

configuration  
(Operator-defined) 

Vendor A - Inconsistent 
Vendor B – Consistent  

Vendor A - Inconsistent 
Vendor B - Consistent 

Vendor A - Inconsistent 
Vendor B – Consistent  

Vendor A - Inconsistent 
Vendor B - Consistent 

Sensor spacing 
scheme  

(Operator -defined) 

Vendor A – 
Inconsistent 

Vendor B – Inconsistent 

Vendor A – 
Inconsistent 

Vendor B – Inconsistent 

Vendor A – 
Inconsistent 

Vendor B – Inconsistent 

Vendor A – 
Inconsistent 

Vendor B – Inconsistent 

Table G.21  Comparison between AEPs and Supporting Data Sources  
(for the Purpose of Updating Relevance Scores) 
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Based on the updated confidence and relevance scores, new ratings were assigned to each of the 
updated performance claims. As described in Section G.3, the ratings were determined by 
comparing the (updated) performance claims to the applicable score criteria.  

The newly derived rating values were then multiplied by the score criteria importance weightings 
and the information quality factors. The resulting weighted scores were then used to update the 
claim-specific and overall scores for each vendor. The initial vendors’ scores developed in 
Section G.3 and the updated scores developed from the new information as described above are 
summarized in Table G.22. 

Scoring Criterion 
Initial Vendor 

Score 
(Rating x Importance 

Weighting) 

Updated Vendor 
Score 

(Rating x Importance 
Weighting x Updated 
Information Quality 

Factor) 
No. Description 

Vendor B Vendor A Vendor B Vendor A 

1 
Minimum detectable leak rate of at least 20 LPM 
(5.3 GPM) 

(Importance weighting = 12%) 
0.48 0.48 0.36 0.36 

2 
Minimum detectable leak rate of at least 10 LPM 
(2.6 GPM) 

(Importance weighting = 18%) 
0.72 0.72 0.54 0.41 

3 
Minimum detectable leak rate of at least 20 LPM 
(5.3 GPM) 

(Importance weighting = 12%) 
0.48 0.24 0.36 0.27 

4 
Minimum detectable leak rate of at least 10 LPM 
(2.6 GPM) 

(Importance weighting = 18%) 
0.72 0.36 0.54 0.27 

5 
A maximum of 2 false alarms per year  
(Importance weighting = 7%) 0.28 0.28 0.16 0.14 

6 A maximum of 10 false alarms per year  
(Importance weighting = 7%) 0.28 0.28 0.11 0.14 

7 
A maximum of 2 false alarms per year  
(Importance weighting = 7%) 0.28 0.28 0.16 0.14 

8 A maximum of 10 false alarms per year  
(Importance weighting = 7%) 0.28 0.28 0.11 0.14 

9 
A leak localization accuracy that is less than 10 m 
(33 ft) 
(Importance weighting = 6%) 

0.12 0.12 0 0.06 

10 
A leak localization accuracy that is less than 10 m 
(33 ft) 
(Importance weighting = 6%) 

0.12 0 0 0.06 

Overall Vendor Score (rank) 3.76 3.04 2.20 1.99 

Table G.22  Evaluation Matrix 
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As indicated in the modified evaluation matrix (see Table G.22), Vendor B received the highest 
overall score after considering the updated vendor claims and associated information quality 
factors. Therefore, in accordance with the guidance provided in the ELD Evaluation Framework 
document, Vendor B’s technology is indicated as the preferred choice for implementation on the 
demonstration pipeline. 

In interpreting the findings of this demonstration exercise, it is noted that only a single iteration of 
the technology evaluation process was carried out. As stated in the ELD Evaluation Framework, 
the decision maker might choose to perform additional iterations to address information gaps not 
addressed in previous iterations. In this regard, and with reference to the demonstration exercise 
described herein, subsequent iterations might focus on addressing information gaps associated 
with ELD system reliability and/or accuracy, performance metrics that were not amenable to 
evaluation in the demonstration test due to constraints imposed by the nature of the available 
testing apparatus. 

It should also be noted that the scores derived in this exercise are primarily intended to demonstrate 
the technology selection process as described in the ELD Evaluation Framework. The final vendor 
scores that appear in the evaluation matrix should not be interpreted to suggest that one vendor’s 
technology is superior to that of the other. Rather, the results should be interpreted to suggest that, 
given the information available, and with reference to the specific conditions that pertain to the 
demonstration pipeline, one vendor’s system is indicated as being better suited to meeting the 
stated requirements under the stated assumptions. 
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