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« API 1167 Quick Update

* Industry Issues and Concerns

 BP — How we’re doing it today



vemngsieypors

» Fatigue Management — “You don’t
have near enough SCADA personnel
and should hire more”

» “We shouldn’t worry about how
PHMSA is going to enforce the new
regulatory compliance.”



» Second round of balloting successful.

» Unanimous approval, with one editorial comment.

* API working to have document available from IHS by mid
December.



Each operator using a SCADA system must have a written alarm
management plan to provide for effective controller response to alarms. The
plan must include provisions/processes to:

Periodically:

- Review SCADA safety related alarms to ensure alarms are accurate and support safe pipeline
operations.

Monthly:

- identification of SCADA points affecting safety that have been off scan, generating false alarms, or
put in manual for periods of time exceeding that required for associated maintenance or operating
activities.

Yearly or not exceeding 15 months:
- Verification that safety related set-point values and alarm descriptions are correctly set.
- Review of the alarm management plan to determine the effectiveness of the plan.

- Evaluation of the content and volume of general activity being directed to and required of each
controller to assure controllers have sufficient time to analyze and react to incoming alarms.

Address deficiencies identified from the above.



» Each operator using a SCADA system must have a written
alarm management plan to provide for effective controller
response to alarms.

* What criteria or audit protocol will be used to judge the
effectiveness of the alarm management plan, and the
Controller’s response to alarms?

« Concern that PHMSA will apply Alarm Management plan to
local HMIs and other alarm systems that should fall outside
the purview of PHMSA.



 Review SCADA safety-related alarm operations using a
process that ensures alarms are accurate and support safe
pipeline operations

» Concern that there is no clear definition of what constitutes a
safety related alarm.

« Concern that PHMSA will apply Alarm Management to a
broader segment of alarms/alerts than just safety related
alarms.



|dentify at least once each calendar month points affecting
safety that have been taken off scan in the SCADA host,
have had alarms inhibited, generated false alarms, or that
have had forced or manual values for periods of time
exceeding that required for associated maintenance or
operating activities.

Is identification the only action expected of the operator?
What are the documentation expectations of this activity?

Assumption that SCADA systems have the functionality to
provide this identification?

Any definition of what constitutes a false alarm?



Verify the correct safety-related alarm set-point values and
alarm descriptions when associated field instruments are
calibrated or changed and at least once each calendar year,
but at intervals not to exceed 15 months

Can verification be done at other times, such as during
OM&ER book reviews, station checks, etc.?

What will be the acceptable criteria for the verification?

What are the documentation expectations for this
verification?



* Review the alarm management plan required by this
paragraph at least once each calendar year, but at intervals
not exceeding 15 months, to determine the effectiveness of

the plan

 What is the criteria that will be used to audit the effectiveness
of the alarm management plan?

* What will very effective look like and not very effective look
like?
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Monitor the content and volume of general activity being
directed to and required of each controller at least once each
calendar year, but at intervals not exceeding 15 months, that
will assure controllers have sufficient time to analyze and
react to incoming alarms

What is the criteria that will be used to determine acceptable
monitoring?

How much time is sufficient for Controllers to analyze and
react to incoming alarms?

What are the documentation requirements of this activity?
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« Address deficiencies identified through the implementation of
paragraphs (e)(1) through (e)(5) of this section.

 What is the criteria that will be used to determine whether a
deficiency exists?

 What is the criteria that will be used to determine if the
Operator has addressed the deficiency properly?

bp

-
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Concern that PHMSA will apply Alarm Management to local HMIs
and other alarm systems that should fall outside of the purview of
PHMSA.

Concern that PHMSA will apply Alarm Management to a broader
segment of alarms/alerts than just “safety related alarms”.

Concern that PHMSA won't allow pipeline operators to use existing
risk-based assessment tools already in place when determining
approach to Alarm Management.

Concern that the audit protocols have not been finalized and that the
industry has no idea of the documentation and proof requirements
for the eventual audits.

Concern that the document retention requirements are not
specifically spelled out — what documentation is sufficient, how long
do we have to keep it, where to we need to keep it?
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No pipeline industry specific evidence on what good looks like —
each operator will be different depending on their operating
philosophy, overall Controller workload, Alarm system capability,
pipeline configuration and protection schemes.

No one approach to Alarm Management fits — which component(s)
each operator tackles first is dependent on their current situation.

Vendors and consultants may be at cross purposes with pipeline
operators in relation to the alarm management approach, how much
resource to apply and how quickly the resource should be supplied.

Less is not necessarily better in terms of numbers of alarms.

Don’t drive the wrong behaviors which could result in a less safe or
efficient response by the pipeline Controller.
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Tulsa Control Center
Controller Operations Portal

Common Ops, Mgmt. Tools  TCC Olyrnpic District Intranet LA Basin Pipeline Distirct External Links  Administration

| Events | Globals | High Pressure | Point Events | RTU Cemms | Criticals Alarm Summary | Unavailable | PCHEM top 20 Pchem Criticals Pchem Summary Pchen

| Black Lake Summary | TriStates Summary |

SCADA Weekly Event Alarms

From: [11/11/201012:00 AM | [ (O To:[11/17/20107:524M | [ (O L3ubmit Open Actions | Al -

) Alarm @ Logged () All
2]
[1]2 34

Edit 11/15/2010 7:15:03 AM Texas City LOGXLODIMCO3 LOGAN COMMOMN XMTR FAULT (5TA) ALARM *LOGGD™ 1227
Edit 11/15/2010 7:15:03 AM Texas City PACROTMTUMOL OIL TANKIMG OTIBATCH GROSS INACTIVE PV=262144, CV=262144, *LOGGD™ 527
Edit 11/15/2010 7:15:03 AM Freeman MMNW2GFDILVOL GRIFFITH 5TA (LAKEHEAD) GAS FRACTION HIGH ALARM *LOGGD™ 363
Edit 11/15/2010 7:15:03 AM Texas City PACROTMTUNOL OIL TANKING OTIBATCH GROSS INACTIVE PV=327680. CV=327680. *LOGGD* 294
Edit 11/15/2010 7:15:03 AM Texas City PACROTMTUNOL OIL TANKING OTIBATCH GROSS ACTIVE PV=262144. CV=131072. *LOGGD* 293
Edit 11/15/2010 7:15:03 AM Texas City PACROTMTUNOL OIL TANKING OTIBATCH GROSS INACTIVE PV=131072. CV=131072. *LOGGD* 234
Edit 11/15/2010 7:15:03 AM Whiting WOCOOHTEMNO2 O'HARE TERMIMAL TAMK S TCIM HW-LOW *LOGGD* 220
Edit 11/15/2010 7:15:03 AM Texas City PACROTMTUNOL OIL TANKING OTIBATCH GROSS INACTIVE PV=393216. CV/=393216. *LOGGD* 212
Edit 11/15/2010 7:15:03 AM Texas City PACROTMTUNOL OIL TANKING OTIBATCH GROSS ACTIVE PV=262144, CV=327680. *LOGGD* 204
Edit 11/15/2010 7:15:03 AM Texas City PACROTMTUMOL OIL TANKIMG OTIBATCH GROSS INACTIVE PV=65536. CV=65536. *LOGGD™ 160
Edit 11/15/2010 7:15:03 AM Texas City PACROTMTUMOL OIL TANKIMG OTIBATCH GROSS ACTIVE PV=327680. CV=262144, *LOGGD™ 156
Edit 11/15/2010 7:15:03 AM Texas City PACROTMTUMOL OIL TANKIMG OTIBATCH GROSS ACTIVE PV=393216. CV=327680. *LOGGD™ 151
Edit 11/15/2010 7:15:03 AM Texas City LOGXLODISIOD LOGAN U2 START PERMISSIVE ALARM *LOGGD™ 147
Edit 11/15/2010 7:15:03 AM Texas City LOGXLODISIOZ LOGAN U1 START PERMISSIVE ALARM *LOGGD™ 146

Edit 11/15/2010 7:15:03 AM Texas City PACROTMTUMOL OIL TANEKIMG OTIBATCH GROSS IMNACTIVE PV=583824, CV=589824, "LOGGD™ 139
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Tulsa Control Center
Controller Operations Portal

Commen Ops. Mgmt. Tools  TCC Olympic District Intranet LA Basin Pipeline Distirct External Links  Administration

Events Globals High Pressure Point Events RTU Commes Criticals Alarm Summary Unavailable PCHEM top 20 P
Black Lake Surnrnary TriStates Summary
SCADA Global Alarms
From: [11/11/201012:00 AM | O To:[11/17/2000747 AM | @ Open Actions | Al -
@ Alarm  Logged ) All
F 4
Point Mame Site Description Point Description

Edit 11/15/2010 7:15:04 AM Gulf Coast PRENTHCPFTO1 THUMNDER HORSE FLOW TOTAL *ALARM* 1600
Edit 11/15/2010 7:15:04 AM Gulf Coast PREMCLCPFTO2 CLOVELLY FLOW TOTAL “ALARM™ 390
Edit 11/15/2010 7:15:04 AM EP South LICLUMAIGPOL COL UNION LIME PRESSURE *ALARM™ 137
Edit 11/15/2010 7:15:04 AM Gulf Coast CAESMEAIGPO1 MEPTUME OIL DEPARTING PSI 2601 G “ALARM* 133
Edit 11/15/2010 7:15:04 AM Whiting WHRRRRAIFLO1 RVR ROUGE TERMIMAL FLOW RATE *ALARM* 11
Edit 11/15/2010 7:15:04 AM Whiting WHDL16AIFLOL 16" PIPELIME LOCATION 16 PIPELINE GROSS FLOW *ALARM* 120
Edit 11/15/2010 7:15:04 AM EP South FSLILIAIFLOL LIMA SHELL (ML107 FLOW RATE (METER 48] *ALARM* 117
Edit 11/15/2010 7:15:04 AM EP South FSLIRAAIFLOZ RAWSOMN STATION FLOW RATE (ML10) “ALARM* 107
Edit 11/15/2010 7:15:04 AM Whiting WHINWHAIFLO1 WHITING STATION (IMDY.) FLOW RATE *ALARM™ 107

Edit 11/15/2010 7:15:04 AM EP South LICLSHAIGPO1 COL SHELL LINE PRESSURE *ALARM* 103
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Tulsa Control Center
Controller Operations Portal

Commeon Ops. Mgmt. Tools  TCC Olympic District Intranet LA Basin Pipeline Distirct External Links  Administration
Events Globals High Pressure Point Events RTU Comms Criticals Alarm Summary Unavailable PCHEM top 20 Py
Black Lake Summary TriStates Summary
SCADA Global Alarms
From (11/11/201012:00 AM |[E (O To:[11/17/20007:54 AM  |[E O Open Actions | Al -
' Alarm @ Logged () All
F 4
Tirmestarmp Tower Point Mame Site Description Point Description Event Count {
Edit 11/15/2010 7:15:04 AM Gulf Coast PREMTHAIFLOL THUMDER HORSE RUM 1 FLOW “LOGGD* 2632
Edit 11/15/2010 7:15:04 AM Gulf Coast PREMTHAIFLOZ THUMDER HORSE RUMN 2 FLOW *LOGGD* 2384
Edit 1171572010 7:15:04 AM Gulf Coast PREMCLCPFTOL CLOVELLY FLOW IM “LOGGD* 2068
Edit 11/15/2010 7:15:04 AM Gulf Coast PREMCLAIFLOL CLOVELLY RUM A FLOW *LOGGD* 1191
Edit 1171572010 7:15:04 AM Gulf Coast PREMTHAIFLOZ THUMDER HORSE RUM 3 FLOW “LOGGD* 724
Edit 11/15/2010 7:15:04 AM Freeman MELELEAIFLOZ MOKEMA LEMONT @ LEMONT METER 9 FLOW *LOGGD* 186
Edit 1171572010 7:15:04 AM Freeman MELELEAIFLOL MOKEMA LEMONT @ LEMONT METER & FLOW “LOGGD* 153
Edit 11/15/2010 7:15:04 AM Freeman MELELEAIFLO3Z MOKEMA LEMONT @ LEMONT METER 12 FLOW *LOGGD* 126
Edit 1171572010 7:15:04 AM Texas City TCGXTCAIFLOB TEXAS CITY STATION TC METER #3 FLOW “LOGGD* 123
Edit 11/15/2010 7:15:04 AM Freeman MMNW2GFAIFLOZ GRIFFITH STA (LAKEHEALY) METER £2 FLOW RATE *LOGGD* 121
Edit 11/15/2010 7:15:04 AM Texas City TCGXTCAIFLOA TEXAS CITY STATION TC METER #2 FLOW *LOGED* 118
Edit 11/15/2010 7:15:04 AM Freeman MMNW2GFAIFLOL GRIFFITH STA (LAKEHEALY) METER #1 FLOW RATE *LOGGD* 117
Edit 11/15/2010 7:15:04 AM Freeman MMNW2GFAIFLO3 GRIFFITH STA (LAKEHEALY) METER £3 FLOW RATE *LOGED* 108
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s RTU Comms Criticals Alarm Summary Unavailable PCHEM top 20 Pchem Criticals Pchem Summary Pchem Comms Bla
High Pressure - High Discharge
Open Actions Al +|

John Ross at Hartville testing sump and calibrating

HTOIDPOL HARTVILLE HIGH DISCHARGE 11/11/10 10:15:39 ALARM *ALARM*
transmitters.
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Controller Operations Portal
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11/15/2010 7:15:04 AM Gulf Coast DSORS0VAQEOS MAIM PASS 260 VALVE 8210 *ALARM*
Edit 11/15/2010 7:15:04 AM Gulf Coast 4404 MC 127 BPPLDS03 [DSOF27] *ALARNM*
Edit 11/15/2010 7:15:04 AM Texas City SITCTCSPDEOL TEXAS CITY 26" TEXAS CITY 26 DEU CMTRL *ALARM*
Edit 11/15/2010 7:15:04 AM Gulf Coast DSOMPPAIPRO3 DESTIM PROC PLANT STATIC PRESSURE #1 *ALARM*
Edit 11/15/2010 7:15:04 AM Freeman CHCPSBSPDEOL SIBLEY STATIOM DIAL BACKUP *ALARM*
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Tulsa Control Center
Controller Operations Portal

Common Ops. Mgmt. Tools  TCC Olympic District Intranet LA Basin Pipeline Distirct External Links  Administration

Events | Globals | High Pressure | Point Events | RTU Comms | Criticals | Alarm Summary | Unavailable | PCHEM top 20 Pchem Criticals Pchem Surmmary
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SCADA RTU Communications
om: [11/11/201012:00 AM |[EH () To:[11/17/20007:56 AM | [ (D) Open Actions[Al  ~

) Ower 30 Minutes ) All Outages
<
12345

ﬂutagf

CRUD Texas City 26" EARLY WARNIMG 26" EW. BPPMN5003 4510 BPPMSO09 11/8/201011:35:56 PM 11,/9/201010:23:29 AM 647.55
dit PROD Whiting M.P. 64 W-D (AMO:1019),1 M.P. 64 W-D BPPNMADT 1108 BPPMMADT 11/12/201011:18:25 AM 11/12/2010 4:37:34 PM 31915
it PROD Whiting WHITING 5TA. (RR) WHITING RR. BPPLMILY 1503 BPPLMILT 11/10/2010 7:55:30 AM 11/10/2010 12:38:53 PM 283,38
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anet LA Basin Pipeline Distirct External Links  Administration

3 RTU Comms Criticals Alarm Surnmary Unavailable PCHEM top 20 Pchem Criticals Pchem Summary Pchem Comms

SCADA Weekly Criticals

M |E @ [ Submit | Open Action |41l |

Pagel of 2, items 1 to 20 of 23.

Sieoscipion  pamsapien e OpionConmens

CARROLLTOM 5TA, | TOWER LIGHT **CR- Tower Light Failure alarm at Carrollton Station- contacted D Mills- he visually confirmed that the light is OM and flashing
(#1/#2) FAILURE ACK™ Jlorden reports that the alarms are due to power flickers at the station. The alarm switch now has a 5 minute delay.
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